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ABSTRACT : Double sampling generalized estimators representing a wider classes
. of estimators than some previous_ones in the literature, are proposed for the
estimation of ratio and product parameters. Bias and mean square error of the
proposed wider classes of estimators are found and their properties are studied.
Subsets of optimum estimators in the sense of having minimum mean square error
are investigated and subsets of estimators depending upon estimated optimum
values and attaining the same minimum mean square error of the optimum are aiso
obtained. '
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9 INTRODUCTION

Let a first phase large simple random sample of size n' be drawn from a
population size N, let the auxiliary character x, be observed to find an estimate of
population mean )_(2 of x,, and further, let the characters y, x, be observed on the
second phase simple random sample of size n from the first phase sample of size n’.
Let (Y,X,) be the population means of the characters (y,x,) respectively, X', be
the sample mean of n’ first phase sample values on x, and (V,X;) be the sample
means of n second phase sample values on (y,x;) respectively. Also let pg1, Pg2
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and py; be the correlation coefficients between (y,x;). (y,x,) and {5 X0)
respectively, and

S, S S

C =?\F’ C =ﬁx"“_’ =="L

o % C X,
2 1" & 2
wa NUY ,
>y (N—U;(' )

where (Y;,Xy;,Xy;) are the values on characters (y,x,,x,) respectively for the
i" (i=1,2,..., N) unit of the population.

The double sampling estimators of Singh (1965)for the ratio R = Y/X, and
the product P = Y X, are respectively

and
ﬁw*‘_y”"_A:ﬁ[)_(—z]
1 X2 X2
X, _ 5[ X:
Ppy =(yX)2=P| 2
24 =Y 15(.2 {Xz}
s Y ——
where R=— and P=¥X;,
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For estimating R and P, the proposed ganeralized double sampling estimators
~ arerespectively

Rya =9(R.X,,%;) (1.1)
and P 4 =h(P.%,,%;) ' (1.2)
where g(R, X3, iz ) and h(P, iz,?'z ) satisfying the validity conditions of Taylor’s series
expansion are bounded functions of (R, Xz, i, ) and (P, X5, iz ) respectively such that
at the points Q =(R,X,,X,) and T =(P,X,,X;)
M g(R.X,.X;) =R 1.3)

“and  h(P,X;.X,)=P (1.4)
(i) first order pertial derivative of g(R, 5('2.3; ) with respect to R and first order
. partial derivative of h(ls,fz,ié) with respect to P are unity at the points Q and T
respectively, thatis

- M] = 1 (1.5)
oR Q=(R. %,, %,)
and
ho M_’J - A | 1.6
opP T=(P, ¥, %)
(i) g =-0, 1.7)
and h=-h, (1.8)

for first order partial derivatives

_ ag(R %,,%,) _9g(R.X,,%;)
e ] W gz e B
ax2 Q a)(2

and h,:ﬁf‘ip'_fzﬁ’._ ; h2=ah‘P'f,z"‘g’ ‘
0%, o%,
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{iv) second order partial derivatives

goo = ZGRXF) | g (1.9)
00 =5
R g
and h00=62h(f’L§2,;&“;) -0 (1.10)
oP? ’
and (v} 901 =-ng {1.11)
and hg} = ""hoz {1.12)
8% g(R,%,,%;) 8’ g(R.X,,X,)
f . = —, Opo=——F7—"—
o - S1TTRa%, | T Row, |

md by, - TMPERE)) PR
o ePax, |1 Y oPax,

To mention some particular members belonging the generalized double

sampling estimator ﬁg 4. we have
O  Ry=R22

X2
i) Ryq=R+k(X,-%;)

RN
vy  Ryq=R %1) +k, (%, = Xp)
Xz

— K
and ﬁSd =ﬁ —x;%‘) +k2(izk’ -f;k’ J
X2
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where k, k;. k, and k; are the characterizing scalars to be chosen suitably.

The corresponding perticular members P, 4(i = 1,2...., 5) of the generalized
double sampling estimator ﬁgd may be obtained by just replacing R by P in the
estimators R ali=1,2,..5) from (i) to (v).

It may be easily verified that conditions (1.3), i1.5}. (1.7), (1.9) and (1.11) are
satisfied for all the estimators ﬁi 4.1=1,2,.... 5and the conditions (1.4), (1.6), (1.8), (1.10)
and (1.12) are satisfied for the corresponding estimators f’id i=12,..,5) forP.

For example, considering the estimator Rg 4, we have

— &
{ﬁ{f_?] +k, ( f2k= - R;k’ ]} =R satisfying (1.3),
X2
Q

]

= 1 satisfying the condition (1.5).

0={a.i:-2:'

_ dRs
' 8%,
N ar
= { Rk, [?‘J —+kyk3 ilz(’q]‘
X2 X2
Q=(R.X,.X,)

=Ky kgky X
X
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g, = aﬁjd]
9%, Jq
N o
= ﬁk,[él) [——f—?,}—kzkalfz)ka-t
' xz x2 "
=-s<,:ﬁ--|<2k:,(i2 !
Xz

=-g, satisfying (1.7),

_9"Rsq
oo = 6ﬁ2 i

= 0 satisfying (1.9).

and
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satisfying the condition (1.11) for the estimator ﬁs 4 - Similarly, we may easily verify
the regularity conditions to hold for the estimators ﬁw, ﬁzd, ﬁs ¢ and Fﬂid 4 also,
and some other double sampling estimators available in the literature (see for further
details - Murthy, 1967, Cochran, 1977, Sukhatme et al. 1984).

2. BIAS AND MEAN SQUARE ERROR

Let
y-Y %=X, % — X
e = ——, 8 = —=—, e, = = ¢
°TY X L
X, — X X, ~ X
8, =2_"2 2)(‘ 2.
2 2

50
E(ey)=E(e,) =E(e;)=E(e,) =E(e,) =0

Em@=3§, Emh=ﬁd,

n n

. : f

E(ef) = %Cf. Elege)= ﬁpmco Cy.
£ . f1' 1 f; 2
(8061)=F901C0C1. E(e,e,}:ECp
E(e? ‘ﬁ 2 : 2, _f 2
(ezjz-..C ' E(ez )=“"‘C ’

n n

; ) ' ;
E(eoez)"ﬁpozcocza E(enezh%ﬁ)ozcoczr
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Ele.6,)= 01, C,Ch Eley6)) = Loy CiC
192 _;912 1%-2: {9192)—37912 1%,
il s tig coy i
(3132)=EP12C1C2- E(9192}=;‘TP1201C2-

3
and Ele,e,) =#c§

N-n N-n'

where f, = and f{ i

Further, it is assumed that the sample is large enough to ignore terms involving
€: €. e,. 8,, e, of degree greater than two, to justify the first degree approximation
(see Murthy, 1967).

Expanding g(R,X,,X,) aboutthe point Q = (R,X,,X, ). in Taylor's series we
have

+%{(ﬁ—ﬂlz Qoo +(Xp =X )2 Gyy +(%y X, )2 g5, +2(R-R)

(X, ‘iz)gm +2{ﬁ—R)('f'2 "5(-2)902 +2(X, ‘-xz Hi'z ‘?2)912

3
14,5 P - ©.,.0 o T, 0 s o
+—{ (R=R)==+{(X; = Xy )—+(X; - Xy ) — R*, X, x X, *) (2.1
3[{( )6R+( 2 2)6_).{2 ( 2 2)622} g{ 2 * Xy ) (2.1)
where Gy, g;. 92. Joo. Jo1 and Gg, are already defined, second order partial

derivatives gy1. 9;, and g, are given by

TS e
0%, A
azg{ﬁ,fz.z;)]
922 = - $
0%y i
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_ P glR.%,. % 1]
Sps———T5
0X;0%; |y
and  R«=R+6(R-R), X*=X,+0(X,-X,),
%, =Xy +08(Xp - X,), for 0<B<1

From regularity conditions, employing g(R,X,,X,)=R, g =1, gy, =0,

g1=-0, and G01=-902 in{2.1), we have
Ryg —R=(R-R)+(X, - X;)gy (%~ X; gy
+%{(iz =X, gy +(%; -X, 12 gy, +2(B-R)X, -X,) g,

~2(R-RNX, - X, }gg 1+ 2%, - X, UK - X, )12

' +§T{{ﬁ-ﬁ)5‘%+m —?2)6—(;_2+(f'2 -22)5%}3
g(Re, X, * X, *).
= {R(1+eo}(1+e1 ) —H}+(?2 e, - X, €, )91 +%[5(»§ M
+X2e2g,,+2{R(1+e,)(1+e,)" -R X, 6, 9o,

—2{H(1+ea)(1+e,)’1 -R }>‘<2 e,00:+2X5€,€, 912]

3
1 i 0 . g 0 g 0
&a[ {H(1+e0)(‘l+e,) 1_a}5ﬁ+x, ~:e2--—afz +X, 6, _Haij

g(R%, X, * X, *) (2.2)

Taking expectation on both sides of {2.2), to the first degree of approximation
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E(R, o) -R=E[Rley - &, + 67 —ege,) +X, (e, —€) g,
A — - i
+‘2‘{X§9§Q11+X§922922+2H(90'“91+912 —€9 &)X, (e; —€;)gq,

+2X2e,€,0:, }]
or '

Biss (ﬁgd)=(f,/n)R(c$-po,coc,)+%[(f,/n)2§c§g,,+<f;/n'}2§c§

1 1\,o
(922 "'2912}"'2[;";:]':‘)(2{902(:0(:2 -P12C4C5) 001 } (2.3)

Squaring both sides of (2.2) and taking expectation, MSE(R ) = E(R 4 —R)?
to the first degree of approximation, is

MSE(ﬁgd)zE[RZ{eo —e, 2 +X%(e,—e,)7 g% +2RX, (e, —8,)(e, -6, }g1]

/IR (C] ~2p01CoCy+ €1+ 1- 22l

1 1w
+2(E_E)RX2(P02 CoCz -GGyl

o 1 1\¢ R c C
et (G-t o (& o

s (1 Ng2p2| 2 R
~MSE(R)+] -~ |X2C ol Bl (2.4)
( H[n n‘} # 2[g1+ (Xz) gi]

C G
Where C = pﬁ 2 [Lc':‘g'] = p1 2 [C_l].

Proceeding on the same lines as for ﬁg 4. the bias and mean square error of

Py 4 to the first degree of approximation, are
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Bias (Pyy)= ( ]P(C2 +po,c.,c,)+-[[ b )xz Ceh,, 4{ f ]xz €

‘hzz"'2"‘12}*2(%";‘17)':’22(902%(:2 +p12 GGy )y, ]

and MSE(%ﬂ:MSE(f’HG-—;})%CZ[h, +2[X ]c*h ]

C Cc
where C*= =2 l+py,| =+ |
v <o 2 o 2
3. OPTIMUM AND ESTIMATED OPTIMUM VALUE
From (2.4), the optimum value of g, minimising MSE(ﬁgd) is

- [ R
®* = e
o {5

and the minimum mean square error is given by

MSE (R, g ) =MSE (R) - (---‘-anczc’*

[73

(2.5)

(2.6)

(3.1)

(3.2)

R
The optimum value g,'={i]c in (3.1) may not be known always in

practice, hence the alternative is to replace the parameters involved in the optimum

value by their unbiased or consistent estimators and thus get the estimated optimum

value depending upon sample observations. We can write

(R )=z (&2}
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R
= 2(Pozcocz -p12C,C3)
2C2

R Syx Sy X,
= - SO i 8 3.3)
si,( Y X, | 9%

For (Y}, %5, X34) t:;eing the i" (i = 1,2...... n) second phase sample value on (y,x;,X,)

respectively, replacing R, Y, X,.S2 .

SV": (N- -”ZtY Y)(x2| Xz) and

3 X : "
in (3.3) by their estimators R, Y. X,, siz =_1_‘TZ Xgpi—

n

{—--Z yi— ¥} X, -%;) and

1

Sx1 X, ( _.”Zb(h "x1)‘x2a "xz}

. . . R
respectively, we get the estimated optimum value of gy* = —S(..—C as
2

= E1 B _ (3.4)
X;

We now investigate a class of double smpling estimators depending upon
estimated optimum value @, and attaining the minimum mean sqguare error
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given by (3.2).

To attain (3.2), we need an estimator or equivalently the function g( ﬁ, X5, iz )
satisfying (1.3), (1.5), (1.7), (1.9), (1.11) and

6Q(R.x2.
6)(2 X2

from (3.1), making the requirement for the function g to involve not only (R, Xy, Ez )

but R, X, and C as well, and thus we want a function g*(R,%,,%,.X,,R,C) such
that

0" R% % KR |z ) =R,

ag_’l Y
oR R.X,.%,)
. 0g* og* .
S
X2 Inx, %) 9% lpx, %,
629'} -
Az bt
901" = Bfg' ] i a’g*] =-Jo2
oRO%, %% OROX gz %)

Since the function g * (R,X,,X,,X,,R,C) so found, X, . R and C are unknown,

we may take g* *(ﬁ, Xz, f'z,é) =g¥* (ﬁ, Xy, f'z,i"z,ﬁ, ﬁ) as our estimator of R such that
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®%QAT © og**
g (RoxerZ:C}](sz_gz_c, =R. gﬁ :| = 1‘
_ (R.X,.X,.C)
dg** da**
g *r= ag._ :| B g_- :l =-g,**
X2 Ip%,.%.0 9%, (R.X,,%,,C)
azgf-*
oR? ] e
(R.X,.X,.C)
a?g** a2gu* e
gm**:_aﬁa_] =*aﬁa_' ==0p2" "
X2 IR, %,.1 X2 IR.%,.%,.)

9 =,

X ]m.sz,.i,.m X2

Expanding g **(R,X,,X,,C) about W = (R, X,,X,,C) in Taylor's series, we have

g**(R %,,%,,C) = g**(R,iz.iz.cn(ﬁ-m?gf*]
(R,%,.X,.C)

_ _ _ e
+(%y = X3 )Gy * ¥ +(X, - X, ), “+{C~C)5§é

(R.X..X,.C)

i —_ . o - g

(R.X;,%.C)

or  g**R.Xy, %, C)-R=(R-R)+(Xy —X,) g ** +(X, ~ X, )g, * *
HE-Clgs ™™ +.: (3.5)

og* u]
oC (R.X;.X;.C)

where g; **=
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Squaring both sides of (3.5) and taking expectation, we see that the mean
= I 2 . N
sguare error £ [g **(R X,,%,,C)-R ] to the first degree of approximation necomes

equal to MSE(ﬁgd Jmin given by (3.2) if g3 **=0, thus the estimator taken as a

function Ryeey®*=9* *(R, iz,i;,e) depending upon estimated optimum value such
that

o o g 6 * *
g**(H.XQ.XFC)]RR?X?'C]=H; _gﬁ ] =1,
(R.X,.X,.C)
0%, R.%X,,%,.C) 0%z Jrx,%,.0)
2 e
?._.9_.2__] =0,
OR" Jr%,%,0 r
. g+ gt
Gpy " =-—= _J e =—go "
OROX, {R.X,.X,,C) oR%; (R.X,.%,.C}
* ¥
09" ] .-._[-_'i]c
X Jnx,%,.0 Xa _
and gz**=0 (3.6)

' altains the minimum mean square erro given by (3.2).

Proceedings on same lines, we find the optimum value of b, ~unimizing
MSE( FBQ 4] as

h*=-tP/X,)C* (3.7)
for which the minimum mean square error to the first degree of approxirmation, is

MSE (B, 4 )in :MSE'{!S)—G-%)P? co¥ (3.8)
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and replacing the parameters invoived in h* = — %—C * by their unbiased or consistent
2

estimators, we get the estimated optimum value
hy=~P/%,)C* : _ (3.9)
We can now obtain the estimator Py, * depending on estimated optimum
value on the same lines as for ﬁ;les,* and can check that, to that first degree of

approximation MSE (?’d‘,sﬂ *) equals the minimum mean square error given by (3.8).

Some particular estimators depending on estimated optimum value, satisfying
the conditions in (3.6) and attaining the minimum mean square error given by (3.2),

are given in the following section 4.

4. CONCLUDING REMARKS

ta) Results of various estimators in the literature may be easily seen to the special

cases of this study. For example, mean square error, to the first degree of

approximation, for the double sampling estimators ﬁﬂ and ﬁzd of Singh (1965} are
MSE{ﬁw)=MSE(§)+G-—%]R2C§{1+2C) (4.1)
Iand

MSE(ﬁu)=MSE(ﬁ)+(%-£;)H2C§H—ZC) 4.2)

1

b

respectively. We see from Rig= ﬁ[_l] and Ry g = ﬁ[?} that the value of g, for
2 Ry

& 5 R : R
R4 and Ry 4 are (-‘E-) and -[_—] respectively so that by sustituting G, = 5~ and
X; X X,
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R
g, = X in (2.4)dealing with the general expressions of mean square error of the
2

generalized double sampling estimator ﬁgd, we get the same experssions as in
(4.1) and (4.2) of MSE(R, 4) and MSE(R, 4) respectively. Similarly, results of other
estimators satisfying the regularity conditions of ﬁg g Or ﬁg 4. may be easily shown

to be special cases of those of Ry 4 or P, 4.

(b)  From (3.1) and (3.2), the optimum choice of the function giR,X,,%,) in Ry

_ for which the mean square error of ﬁg 4 tothe first degree approximation is minimized,

" ' R
is the function g(R, X,,X, ) such that g, = -i—C giving the minimum mean square
2

" error
MSE(R, ¢ )oin =MSE(ﬁ}—[%-;]1T)R2C§C2 (.3)
Thus, the estimators
8K = R
ﬁ[.}z] , R+k(X,~%,) and R{n'-‘—‘f?—;ﬁ—’}
X3 Xz
belonging to the class ﬁgd of estimators and having the values of g, equal to
k(R/X,). k and ~k(R/X,) (4.4)

respectively, will attain the minimum mean square error given by (4.3) for the optimum
values of k equal to-C, (R /X, )C and C obtained respectively by equating each of

(4.4) to the optimum value - (R /X, )C of g,, that is, the mean square error of the
estimators

o -C =' v
ﬁ[.’i?.) . ﬁ+[_i)t:ti;-fzi and ﬁ{1+C(x"‘_;-x"’}}

X, X2 X2
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to the first degree of approximation will be equal to that of (4.3). But Cor (R / Yz )C
may be rarely known, hence replacing C or (R / fz )C by consistent estimates
from sample values, we get the estimators depending upon estimated optimum

values to be

-yt . -1
(M ﬁ[i,%) (i) H+—H_-9-(iz—'£2} and
X, X3

i ﬁ{1+é‘_¥z:‘§z_’}
X2

which belong to the class ﬁd{asﬁ * and satisfy the conditions in (3.6), and also attain

the minimum mean square error given by (3.2) to the first degree of approximation.

The general resuit regarding ﬁd,s, * which attains the minimum mean square error
(to the first degree of approximation) given in (3.2) is already given to section 3.

(o) Similar remarks follow for P, 4 and Pyee * also.

(d) Single sampling results may be easily found as the special cases of this
study forn'=N
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