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Abstract

In this paper, we have studied Hypersurface of Para Sasakian Manifold.
Basic informations are given in the first section. Hypersurface immersed in an
almost paracontact Riemannian manifold is investigated in the second section.
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1. Introduction

Let M be an m—dimensional differentiable manifold endowed with a tensor
field F' of type (1, 1), a vector field 7" and a 1—form A such that

(1.1)(a)  F?X =X — A(X)T,
(b) AT =1,
(c) FT =0,
(d) AoF =0,
(e) rank F'=m — 1,

then M is said to have an almost paracontact structure. [7], [8].

If there exists a Riemannian metric G such that
(12)@)  A(X) = G(X,T),
(b) GFX,FY)=G(X,Y) - AX)A(Y).
Then M is said to have an almost paracontact metric structure.[1]

We say that the almost paracontact structure is normal if

(1.3) [F,F] - T®dA=0.
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where [F, F| is the Nijenhuis tensor of F. [4], [6].

An almost paracontact metric structure is said to be para-Sasakian if
(1.4) (DxF)(Y)=AY)X —2A(X)A(Y)T + g(X,Y)T,

where D denotes the Riemannian connexion of G. [5], [9]

An almost paracontact metric manifold is said to be a closed almost para-
contact metric manifold, if A is closed.

(1.5) DxT = — FX.

Let M be an almost paracontact manifold and M be an orientable Hyper-
surface of M. If there exists in M, a tensor field ¢ of type (1, 1), a vector field
¢ and a 1—form 7 satisfying

(1L6)(a)  n(&) =1,
(b) X =X —n(X)E

Then M is said to have an almost paracontact structure (¢, 7,¢) and M is
called an almost parcontact manifold. [1], [8]

In an almost paracontact manifold, there exists a positive definite Riemann-
ian metric ‘g’ such that

(L.7)(a)  n(X)=g(&X),
(b)  g(f X, fY) =g(X,Y) = n(X)n(Y),

for all X, Y € M. The set {f,£,m,g} is called an almost metric Riemannian
structure.

In an almost paracontact Riemannian manifold, the following relations also
hold good. [2]

(1.8)(a)  g(¢X,Y) = g(X,¢Y),
(b)  #(€)=0, nop=0, rank(¢)=n— 1.

Let B be the differential of immersion b of M into M, and X,Y, Z be the
tangents to M. Consider C' be a unit normal vector. Then we have

(1.9) FBX = B¢X +n(X)C,

where ¢ is a (1, 1) tensor field and 7 is a 1—form on M.
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If n # 0, then M is called a non-invariant Hypersurface of M and if 7 is
identically zero, then M is said to be an invariant Hypersurface, i.e., the tangent
space of M is invariant under F.

The metric ‘G’ of an almost paracontact metric manifold induces a Rie-
mannian metric g on the submanifold M given by [3]

(1.10) g(X,Y) = G(BX, BY).

Further the symmetric affine connexion D on M induces a symmetric affine
connexion D on submanifold M such that

(1.11) DpxBY :B(Exy)—kh(X, Y)C,

where h is a symmetric tensor of type (0,2) called the second fundamental form
of the sub-manifold M. We also have

(1.12) DpxC=—-BHX +W(X)C,

where W is a 1—form on M defining a normal bundle and H is (1, 1) tensor
field on M such that,

g(HX,Y) =h(X,Y).
2. Hypersurface immersed in an almost paracontact Riemannian
manifold

Let M be an m—dimensional almost paracontact Riemannian manifold
with structure (F,T, A,G) and M be a hypersurface imbedded in M by the
imbedding b : M — M and B be the Jacobian of b, i.e. p € M = b(p) € M.

B: Tb(M) — Tb(p)(M), which yields X e Tb(M) = BX € Tb(p) (M)

Operating F to BX and to the unit normal vector C' of M respectively, we
obtain vector fields FFBX and F'C which can be written in the form.

(2.1) FBX = B¢X +n(X)C.

(2.2) FC = B¢+ \C.

where ¢,&,n and A define respectively a linear transformation field, a vector
field, 1—form and a scalar function \ on M.

Let g be induced Riemannian metric on M, [3]

(2.3) g(X,Y) = G(BX, BY).
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Operating F' on both sides in (2.1), we get,
F?’BX = FB¢X + Fn(X)C.
(2.4) BX — A(BX)T = B¢*X +n(¢X) C +n(X)FC.
Using (2.2), we get
(2.5) BX — A(BX)T = B¢*X +n(¢pX)C + n(X){BE + \C}.

Let us put A(BX) = B(n'X), where 1/ is 1—form on M and T' = B¢', then
(2.5) can be written as

B{X — 1/ (X)&'} = B{¢?X + n(X)} + {n(¢X) + An(X)}C.
Which yields
(2.6) ¢*X = X —n(X)é -7 (X)¢€.
(2.7) n(¢X) = —An(X).
Operating F' on both sides of (2.2), we obtain
F2C = F(B¢) + F(\O),
C —AC)T = BoE +n(§)C + MBE+ ACH.

(2.8) C — A(C)T = B{¢t + A} + (n(€) + X*)C.
From which we obtain

(2.9) n(€) =1— X\

(2.10) P(§) = —A¢.

From (1.2)(b)
G(FX',FY") =G(X',Y") — A(X") A(Y"),
where X', Y’ stand for vector fields on M.
Now G(FBX,FBY) = G(BX,BY) — A(BX)A(BY), using (2.1), we get
G{B¢X +n(X)C,BY +n(Y)C} = g(X,Y) — /' (X)n'(Y),
G{B¢X, B¢Y'} + n(X)n(Y)G(C,C) = g(X,Y) -/ (X)n/ (V).

(2.11) 9(6X,9Y) = g(X,Y) = n(X)n(Y) —n'(X)n'(Y).



Hypersurface of Para Sasakian Manifold 5
Replacing X by ¢X in (2.7), we find
N(¢*X) = =An(pX) = —A{=An(X)}.

(2.12) n(¢*X) = Nn(X).

From (2.6), we get

N(P2X) = n(X) = n(X)n(&) —n'(X)n(&").
Using (2.12) and (2.9), we get
(X)) = n(X) —n(X)(1 = 2%) —7'(X)n(&),

which gives
(2.13) n(g') = 0.

From (1.1)(c), FT = 0, using (T = B€') then we get, F(BE') = 0, and
using (2.1), B(¢€') + n(¢)C = 0. Using (2.13), we get
(2.14) (6€) = 0.

Again using (2.6) and replacing X by ¢

¢*¢ =& — (&) —n(&)¢
ME= &= (1= )= (9,

we get
(2.15) (€)= 0.

Again replacing X and Y by ¢ in (2.11)

9(¢¢', ¢") = g(¢,€") —n(En(E) —n' (€)' (€),

Using (2.13) and (2.14), we get

(2.16) 7€) =1, (sincerf/(X) = A(BX) > 0).

Summing up, we have
(2.17)(1) X =X —n(X)§ —1'(X)¢,
(i) n(¢X) = —n(X) A,
(i) () =1,
(

(
iv)  n()=0,
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Using (2.17)(ix) and replacing X and Y by &, we get
9(8¢, ¢€) = g(&,&) —n(E)n(&) —1'(E)n' (&)
g(=A =) =1 (1 -2 =0
A =1—(1+X—2)%),
on solving

A=0,1,—1.

Theorem (2.1) If a hypersurface is immersed in an almost paracontact metric
structure manifold then in the hypersurface structure {®,n, &, 7/, &', g} is induced
which is given by (2.17)(i) to (ix), where scalar function A becomes either 0 or
1or —1.

Case I. If A = 0, then (2.17) becomes

(2.18)(1) $*X =X —n(X)€—n'(X)¢,

(i)  n(eX)=0,

(i) n(§) =0,

(iv)  n() =0,

v) 7' =0,

(vi) () =1,

(vii)  #(§) =0,

(viii)  ¢(¢') =0,

(ix)  g(¢X, ¢Y) = g(X,Y) —n(X)n(Y) —n'(X)n'(Y).

Operating ¢ on both sides of (2.18)(i), we get

(2.19) X = ¢X —n(X)p(€) — 1 (X)€"
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Using (2.18)(vii), (viii) becomes
X =X (2.20)
ie.
¢ —¢=0.

Case II. If A = £1, then (2.17), we get

(2:21)(i) P*X =X —n(X)E—n'(X)¢€,
i) n(eX)=Fn(X),
i) 7€) =0,
iv)  n(¢) =0,
n'(§) =0,

vi)  /(¢) =1,
vil)  9(§) = FE,
i) o) =0,
ix)  g(¢X, oY) = g(X,Y) = n(X)n(Y) — 0/ (X)n'(Y).
Operating ¢ on both sides of (2.21)(i), we get
P*X = ¢X — (X)) — 1 (X)p(&").
Using (2.21)(vii), (viii), we get

<
.
=
=

A~~~ N /N N N /N N /N
~—

H

X = X £n(X)E. (2.22)
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Abstract

The present paper deals with weakly symmetric and weakly Ricci-symmetric
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1. Introduction

The notions of weakly symmetric and weakly Ricci-symmetric Riemannian
manifolds were introduced by L. Tamassy and T. Q. Binh in 1992 and 1993 (see
[9], [8]). In 2000, U. C. De, T. Q. Binh and A. A. Shaikh gave necessary condi-
tions for the compatibility of several k-contact structures with weak symmetry
and weak Ricci-symmetry [4]. In 2002, C. Ozgiir studied on weak symmetries of
Lorentzian para-Sasakian manifolds [10] and also the author considered weakly
symmetric Kenmotsu manifolds in [11]. Then N. Aktan and A. Gorgiilii studied
in 2007 on weak symmetries of almost r-para contact Riemannian manifold of P-
Sasakian type [1]. Here we study weakly symmetric and weakly Ricci-symmetric
almost r-para contact manifolds of LP-Sasakian type and Kenmotsu type.
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2. Preliminaries

A non-flat differentiable manifold (M™,g) (n > 2) is called weakly sym-
metric if there exist 1-forms «, 8,7, and o on M such that

(VxR)(Y,Z,UV)=a(X)R(Y,Z,UV)+ B(Y)R(X,Z,U,V)
+UZ)RY, X, U.V) + 6(U)R(Y, 2, X, V)
+o(V)R(Y, Z,U, X) (2.1)
holds for vector fields X,Y, Z, U,V on M,
where R(X,Y,Z,U) = g(R(X,Y)Z,U).
A differentiable manifold (M™", g) (n > 2) is called weakly Ricci symmetric
if there exist 1-forms p, u, v such that
(VxS)Y, Z) = p(X)S(Y, Z) + u(Y)S(X, 2) + v(Z)S(X,Y)  (2.2)
holds for all vector fields X,Y, Z; where S(X,Y) = g(QX,Y),
(@ be the symmetric endomorphism of the tangent space of M.
If M is weakly symmetric, then from (2.1), we obtain (see [8], [9])
(VxS)(Z,U) = a(X)S(Z,U) + B(Z)S(X,U) + 6(U)S(Z, X)
+B8(R(X,2)U) 4+ 6(R(X,U)Z) (2.3)
An n-dimensional differentiable manifold M is called a Lorentzian Para-
Sasakian (briefly LP-Sasakian) manifold ([6], [7]) if it admits a (1,1) tensor field

¢, a contravariant vector field &, a covariant vector field n and a Lorentzian
metric g which satisfy

n(€) = (2.4)

¢* =1+ ( )5, (2.5)

9(6 X, 9Y) = g(X,Y) + n(X)n(Y), (2.6)

9(X; &) = n(X),Vx& = ¢X, (2.7)

(Vxo)(Y) = [9(X,Y) +n(X)n(Y)IE + [X +n(X)E]n(Y), (2.8)

where V denotes the operator of covariant differentiation with respect to the
Lorentzian metric g.

In a LP-Sasakian manifold , the following relations hold

¢§ = 0,n(X) =0 (2.9)
rank¢ =n — 1. (2.10)
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Let (M,®,&,1m,9) be an n-dimensional almost contact Riemannian mani-
fold, where ¢ is a (1,1) tensor field, £ is the structure vector field, n is a 1-form
and ¢ is a Riemannian metric. It is well known (¢, &, 7, g) satisfy the following
[2]:

n(e) =1, (2.11)
9(X,€) = n(X), (2.12)
$*X = —X +n(X)¢, (2.13)
9(6X,6Y) = g(X,Y) = n(X)n(Y), (2.14)
6(6) =0, (2.15)
n(¢X) =0, (2.16)
Y vector fields X,Y on M.
If moreover,
(Vx@)Y = —g(X,9Y)¢ — n(Y)p(X), (2.17)

where V denotes the Riemannian connection, then (M, ¢,&,n,g) is called a
Kenmotsu manifold [5]. In a Kenmotsu manifold, the following property holds

Vx§ =X —n(X)E. (2.18)

A differentiable manifold (M, g) of dimension (n + r) with tangent space
T (M) is said to be an almost r-para contact Riemannian manifold (by [3]) if
there exist a tensor field ¢ of type (1,1) and r global vector fields &i,...,&,
(called structure vector fields) such that

i) if 1,...,m are dual 1-forms of &1, ...&,; then

ni(&5) = 05;
9(&i, X) = ni(X);
¢2:I—Z§i®m (2.19)
=1
i) 9(6 X,6Y) = g(X,Y) - ; (X )mi(Y), (2.20)

for XY € T(M).

We define an almost r-para contact manifold of LP-Sasakian type as follows:
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Definition (2.1) : An almost r-para contact manifold M is said to be of LP-
Sasakian type if
Vx&=9¢ X (2.21)

r

(Vxd)(Y) =D [9(0Y) +ni(X)m(Y)]& + ) _[X +m(X)&Im(Y), (2:22)

=1 =1
VX,Y € T(M).

In an almost r-para contact manifold of LP-Sasakian type M, the following
relations hold

S(&,X)=(m—-1) > _ m(X) (2.23)
i=1
R(&, X)& =X+ ) ni(X)& (2.24)
i=1
g(R(&, X)Y, &) = > [9(X,Y)mi(&) — 9(&, Y )mi(X)] (2.25)
=1

for vector fields X,Y € T'(M).

Again we define an almost r-para contact Riemannian manifold of Ken-
motsu type as follows:

Definition (2.2) : An almost r-para contact Riemannian manifold M is said
to be of Kenmotsu type if

Vxéi=X - n(X)& (2.26)
=1
(Vxo)(YV) =D [-9(X, ¢ V)& — ni(Y)$(X)), (2.27)
=1

VX,Y € T(M).

In an almost r-para contact Riemannian manifold of Kenmotsu type M, the
following relations hold

S, X)=-(n—1) > m(X) (2.28)
=1

R(&, X)& =X =Y m(X)& (2.29)
i=1
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g(R(&, X)Y, &) = —g(X,Y) + Y mi(X)mi(Y) (2.30)
=1

for vector fields X,Y € T'(M).

Since ¢ is skew symmetric and the Ricci operator @) is symmetric in an almost
r-para contact manifold of LP-Sasakian type (or Kenmotsu type), Q ¢+¢ Q =0
and thus the Lie derivative of S vanishes i.e.,

L¢,S = 0. (2.31)
foranyi=1,...,r.

3. Weakly symmetric almost r-para contact manifold of LP-Sasakian
type

In this section we suppose that the considered weakly symmetric manifold
is almost r-para contact manifold of LP-Sasakian type. Then we obtain

Theorem 3.1 : Any weakly symmetric almost r-para contact manifold of
LP-Sasakian type M, satisfies a + 3+ 6 = 0.

Proof : Since the manifold is weakly symmetric, by putting X = &; in (2.3), we

have
(VeS)(2,U) = al&:)S(2,U) + 8(2)5(6:,U) +6(U)S(Z, &)
+B(R(&, 2)U) + 6(R(&,U)Z) (3.1)
By virtue of (2.21) and (2.31) we obtain
(Ve S)(Z,U)=0 (3.2)

From (3.1) and (3.2), we have
a(§)S(Z,U) + 5(2)5(&,U) +0(U)S(Z,&)

+B(R(&:, 2)U) + 6(R(&,U)Z) =0 (3.3)
Putting Z = U = ¢&; in (3.3) and using (2.24), we get
[a(&i) + B(&) + 0(&)]5(&i, &) = 0 (3.4)
which gives
a(&) + B8(&) + (&) = 0. (3.5)

This shows that o+ 8+ 6 = 0 over the vector field & on M.

Now we will show that o+ 3+ é = 0 holds for all vector fields on M.
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Taking X = Z = & in (2.3), we obtain
(Ve 5) (&, U) = a(&)S(&, U) + B(&)S (&, U) +0(U)S(&, &)
+B(R(&:; &)U) + 6(R(&, U)&)
Replacing U by X in (3.6), we get
(&) S (&, X) + B(&:)S (&, X) + 6(X)S (&, &)
+B(R(&, &)X) + 0(R(&, X)&) =0
In (2.3), taking X = U =&, we have
(Ve SIZ, &) = a(&)S(Z, &) + B(2)S(&, &) + 0(6)S(Z,&)
+B(R(&i; Z2)&) + 6(R(&, &) Z)
Using (3.2) in (3.8) and replacing Z by X, we obtain
a(&)S(X, &) + B(X)S(8i, &) + 6(6)S(X, &)
+B(R(&, X)&) + 0(R(&,&)X) =0
In (2.3), taking Z = U = &;, we have
(VxS)(&, &) = a(X)S(&, &) + B(&)S(X, &) +6(£)S5(&, X)
+B(R(X, &)&i) + 6(R(X, &)&i)
Here also we have
(VxS)(&i, &) =0
Using (3.11) in (3.10), we obtain
a(X)S(&, &) + B(&)S(X, &) + 0(&)S(&, X)
FB(R(X, &)&) + 0(R(X, &)&) =0
adding (3.7), (3.9) and (3.12) and then using (3.5), we get
[a(X) 4+ B(X) +6(X)]S(&: &) =0
Hence from (3.13), we obtain
a(X)+ B(X)+6(X) =0,  VX.
Thus
a+p+5=0.

Hence the theorem is proved.

(3.7)

(3.8)

(3.10)

(3.11)

(3.12)

(3.13)
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4. 'Weakly Ricci-symmetric almost r-para contact manifold of LP-
Sasakian type

In this section we suppose that the weakly Ricci-symmetric manifold is
almost r-para contact manifold of LP-Sasakian type. Then we have

Theorem 4.1 : Any weakly Ricci-symmetric almost r-para contact manifold
of LP-Sasakian type M satisfies p + pu+ v = 0.

Proof. Since M is weakly Ricci-symmetric almost r-para contact manifold of
LP-Sasakian type, then

by putting X = ¢; in (2.2) we get
(VeS)(Y, 2) = p(&)S(Y, Z2) + (Y)S(&i, 2) + v(2)S(&,Y)  (41)
Using (3.2) in (4.1), we have

p(&)S(Y,Z) + u(Y)S(&, Z) + v(Z2)S(&,Y) =0 (4.2)
Replacing Y and Z by &; in (4.2), we obtain
[p(&i) + (&) + v(&)]S (&, &) = 0 (4.3)
which gives
p(&i) + (&) +v(&) =0 (4.4)
Taking X =Y = ¢ in (2.2) and using (3.2), then putting Z = X, we get
p(&)S(&, X) + (&) S (&, X) + v(X)S(&, &) = 0. (4.5)
In (2.2), taking X = Z = &; and using (3.2), then replacing Y by X, we obtain
p(&)S(X, &) + n(X)S(&, &) + v(&)S(& X) =0 (4.6)
Putting Y = Z =¢; in (2.2) and using (3.11), we obtain
p(X)S (&, &) + p(&)S(X, &) +v(&)S(X, &) =0 (4.7)
Adding (4.5), (4.6) and (4.7) and then using (4.4), we have
[p(X) + u(X) + v(X)]S(&, &) = 0 (4.8)

Now from (4.8), we have
p(X) +u(X) +v(X)=0,  VX.

Thus
p+pu+v=0.
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Hence the theorem is proved.

5. Weakly symmetric almost r-para contact Riemannian manifold of
Kenmotsu type

Here we assume that the weakly symmetric manifold is almost r-para con-
tact Riemannian manifold of Kenmotsu type. Then we have

Theorem 5.1 : Any weakly symmetric almost r-para contact Riemannian
manifold of Kenmotsu type M satisfies a + 5+ = 0.

Proof . Since M is weakly symmetric, by taking X = ¢; in (2.3), we have
(Ve,S)(2,U) = a(&:)S(2,U) + 5(2)5(&,U) +6(U)S(Z, &)

+B(R(&, 2)U) + 6(R(&:,U)Z) (5.1)
By virtue of (2.26) and (2.31), we obtain
(V&'S)(Z7 U) =0 (5-2)

From (5.1) and (5.2), we have
a(§)S(Z,U) + 5(2)5(&,U) +0(U)S(Z,&)

+B(R(&, Z)U) + 6(R(&,U)Z) =0 (5.3)
Putting Z = U = & in (5.3) and using (2.29), we get
[a(&) + B(&) + 0(£:)]S(&i &) =0 (5.4)
which gives
(&) + B(&) + (&) = 0. (5.5)

This shows that « + 3 + ¢ vanishes over the vector field & on M.

Now we will show that a + 3+ d = 0 holds for all vector fields on M.
In (2.3), taking X = Z = ¢;, we obtain

(Ve,5) (&, U) = a(&)S(&, U) + B(&)S(&, U) +0(U)S (& &)
+B(R(&, &)U) + 0(R(&, U)&) (5.6)
By putting U = X in (5.6), we get
a(&)S(&, X) + B(&)S(&, X) +6(X)S (&, &)
+B(R(&:,6)X) + 0(R(&, X)&) =0 (5.7)
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Tn (2.3), taking X = U = &, we get
(Ve S)(Z, &) = a(§)S(Z,&) + B(Z2)S (&, &) + 6(6)S(Z, &)
+B(R(&, Z2)&) + 6(R(&, &) Z) (5.8)
Using (5.2) in (5.8) and then replacing Z by X, we have
a(&)S(X, &) + B(X)S (&, &) + 0(&)S(X, &)
+B(R(&i, X)&) + 6(R(&,&)X) =0 (5.9)
Again in (2.3), taking Z = U = &;, we get
(Vx5)(&, &) = a(X)S(&, &) + B(&)S(X, &) +0(£)S (&, X)
+B(R(X, &)&i) + 6(R(X, &)&i) (5.10)
Here also we have
(VxS5)(&, &) =0 (5.11)
Using (5.11) in (5.10), we obtain
a(X)S(&, &) + B(&)S(X, &) + 0(&)S(&, X)

FA(R(X, &)&) + 0(R(X,&)&) =0 (5.12)
adding (5.7), (5.9) and (5.12) and then using (5.5), we get
[a(X) + B(X) 4+ 6(X)]S(&, &) = 0 (5.13)

Hence from (5.13), we obtain
a(X)+ p(X) +6(X) =0, vVX.

Thus
a+p+6=0.

Hence the theorem is proved.

6. Weakly Ricci-symmetric almost r-para contact Riemannian man-
ifold of Kenmotsu type

We suppose that the weakly Ricci-symmetric manifold is almost r-para
contact Riemannian manifold of Kenmotsu type. Then we have

Theorem 6.1 : Any weakly Ricci-symmetric almost r-para contact Riemann-
ian manifold of Kenmotsu type M satisfies p + u + v = 0.
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Proof . Since M is weakly Ricci-symmetric almost r-para contact Riemannian
manifold of Kenmotsu type,

Putting X = ¢; in (2.2) we get
(Ve (Y, Z) = p(&)S(Y, Z) + u(Y)S(&i, Z2) +v(2)S(&,Y)  (6.1)
Using (5.2) in (6.1), we have

p(&)S(Y,Z2) + u(Y)S(&, Z) +v(Z)S(&,Y) =0 (6.2)
Replacing Y and Z by &; in (6.2), we obtain
[p(&) + (&) +v(&:)]1S(&i, &) =0 (6.3)
which gives
p(&i) + p(&) +v(&) =0 (6.4)
Taking X =Y =¢; in (2.2) and using (5.2), then replacing Z by X, we obtain
p(&)S (&, X) + n(&)S (&, X) + v(X)S(&, &) =0 (6.5)
In (2.2), taking X = Z = ¢; and using (5.2), we get
p(&)S(Y,&) + n(Y)S(&, &) +v(&)S(&,Y) =0 (6.6)
Replacing Y by X in (6.6), we have
p(&)S(X, &) + u(X)S(&, &) +v(&)S(&, X) =0 (6.7)
Putting Y = Z = ¢; in (2.2) and using (5.11), we obtain
p(X)S(&, &) + n(&)S(X, &) +v(&)S(X, &) =0 (6.8)
Adding (6.5), (6.7) and (6.8) and then using (6.4), we have
[p(X) + u(X) + v(X)]S(&, &) = 0 (6.9)

Now from (6.9), we have
p(X) +u(X) +v(X)=0,  VX.

Thus
p+pu+v=0.

Hence the theorem is proved.
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Abstract

The purpose of the present paper is to consider the four dimensional Finsler
spaces with Tj;;x = 0 and generalize the idea of Landsberg angle to four dimen-
sional Finsler spaces. The properties of a Finsler space satisfying T'—condition
has been studied in a three dimensional Finsler space by various authors ([2],
(3], [4], [8], [10]). But from the relativistic point of view the importance of four
dimensional Finsler space is not negligible. In relativity the fourth coordinate is
taken as time, from this point of view we discuss the properties of four dimen-
sional Finsler space satisfying T'—condition. The results which are reducible to
the three dimensional case also.

1. Introduction

H. Kawaguchi and M. Matsumoto have introduced the T-tensor in a Finsler
space independently ([6], [5]). It is indicatrised tensor and studied by several
authors ([1], [2], [3], [4], [8]). The vanishing of T'—tensor is called T—condition.
Hashiguchi [1] noticed the importance of T'—tensor from the stand point of
Landsberg spaces. It has been proved by him that a necessary and sufficient
condition for a Landsberg space to be conformally invariant is that it satisfy
T'—condition.

The Landsberg angle 8 was introduced by Landsberg in 1908. The coordi-
nate system (L, ) in a tangent plane M, is regarded as a generalization of the
polar coordinate system (r,#) of a Euclidean plane. M. Matsumoto [9] gave the
idea of Landsberg angle in two and three dimensional Finsler space.

In this paper we have considered four dimensional Finsler space with Tj;;, =
0, and generalized the idea of Landsberg angle to four dimensional Finsler spaces.
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Let M* be four dimensional Finsler space endowed with a fundamental
function L = L(z,y), where x = (2%) is a point and y = (y') is a supporting
element of M*. The metric tensor gi; and (h) hv-torsion tensor Cjj;, of M 4 s
given by

1 9212 L2

1
1.]. Z == 7f7 rL = - .
( ) Jij 9 8y’8yﬂ Cjk 2 8yzay]ayk

If [¢%/] denote the inverse matrix of [g;;] then, we have g;;g'¥ = 6¥. The T—tensor
Tk is defined as

(1.2) Thijk = LChij |k + hCijk + LiChjk + 1iChik + 1xChij »

where I; = L™ ! ¢;,y" and ‘|” denotes the v—covariant derivative with respect
to Cartan connection CT of M*. For instance the v—covariant derivative of a
tensor field T;(x, y) is defined by

(1.3) T; kzakT;‘i‘Tf =T ik >
where ak = ((%i, 8k = %

2. Scalar components in Miron frame

Let M* be a four dimensional Finsler space with the fundamental function
L(z,y). The frame {eg)}, a =1,2,3,4 is called the Miron’s frame of M*, where

ei) = [* = y'/L is the normalized supporting element, eé) =m! = C”/C is the
normalized torsion vector, eé) =n’, efl) = p' are c9nstructed by gije;)e]ﬂ) = 0ap-
Here C' is the length of torsion vector C; = C’Z-jkgjk . The Greek letters «, 8,7, d

varies from 1 to 4. Summation convention is applied for both the Greek and
Latin indices.

In Miron’s frame an arbitrary tensor field can be expressed by scalar com-
ponents along the unit vectors efl), a = 1,2,3,4. For instance, let T; be a
tensor field of type (1, 1), then the scalar components T},3 of T; are defined by
Top = T;ea)ieé) and ‘Phe components TJZ are expressed as T]Z = Taﬁei)eﬁ)j. From

the equation gijeg) ei;) = 0q3, We have

(2.1) 9ij = lilj +mymj +n;n; + pip;.
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The C-tensor Cjj, = %?@j{“ satisfies C,»jklk' = 0 and is symmetric in ¢, j, k there-

fore if C3y be the scalar components of LCjjy, i.e. if

(2.2) LCyji, = Ca/gvea)ieﬁ)jev)k,
then, we have [10]
(2.3) LCijk = Caoamimimy, + Cazzningng + Caaapipipr + C233m i) (Minny)
+C2447 (35) (MiDjPk) + C3aa7 (i) (nipspk) + Ca227 (358 (M)
+Cu33 4k (nimpr) + Caam(ijry (mimpy) + 02347T(ijk){mi(njpk +nipj) s

where 7 ;) denote the cyclic permutation of indices i, j, k and summation. For
instance

mijny (AiBjCr) = AiB;Cy + BiCj Ay + C3A; By
Contracting (2.2) with ¢g/*, we get LC'm; = Cappeayi- Thus if we put
(2.4) Caz = H, Cazs = 1, Cous = K, Cs33 = J,
Cz44 = J', Cig = H', Cuzz =T, Cozs = K,
then we have
(2.5) H+I+K=LC, Cyo0 = — (J + J'), Cyoo=—(H' +171).

The eight scalars H,I,J, K,H', I',J', K’ are called the main scalars of a four
dimensional Finsler space.

The v—covariant derivative of the frame field e_; is given by

(2.6) Leyili = Vaysy€s)i€,;

where V)3, 7 being fixed are given by

Voyzy = =V3)oy =
5 0 a v )3y )2y Y
(2.7) Vagy = (527 B 07 7 and Vo) = —Vyyay = vy
3y Uy Wry _ _
Vayay = =Vayzy = wy

Thus, in a four dimensional Finsler space there exists three v—connection vectors
u;, Vi, w; whose scalar components with respect to the frame {efl)} are u, v, w,
i.e.

(2.8) u; = ue Vi = Vey); w; = we

V)i
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In view of equations (2.8), the equation (2.6) may be explicitly written as

(2 9) Lli‘j =m;mj + n;n; + PiP;j Lmi\j = — limj + niu; + pivy,
Lni|j = —linj — min +piwj, Lpi|j = — lz’pj — mﬂ)j — niwj.
Since m;, n;, p; are homogeneous functions of degree zero in y;, we have
Lmi]jlj = an"jlj = Lpi‘jlj = 0,

which in view of equations (2.8) and (2.9) gives u; = 0, v1 = 0, w; = 0. There-
fore

Lemma (2.1). The first scalar components u, vy, w; of the v—connection
vectors u;, v;, w; vanishes identically, that is u;, v;, w; are orthogonal to .

3. Four-dimensional Finsler space satisfying the T-condition

The scalar derivative of the adopted components T;,3 of T; is defined as [9]
(3.1) Tugry = L(Ok Tap)e)” + TpusViyar + TopVin sy
Thus T,,4,, are adopted components of LT; |k, i.e.
(3.2) LT} | = T; € ep)j€)-
If the tensor field T} is positively homogeneous of degree zero in v, T,z is also
positively homogeneous of degree zero in 4%, so equation (3.1) gives

Topr = TpupViyar + TouVisr,

which in view of (2.7) and lemma (2.1) gives T,3.1 = 0. Therefore we have the
following:

Proposition (3.1). If the tensor field T]Z is positively homogeneous of degree
zero in y', then Topn = 0.

Now, let T]Z be positively homogenous of degree r in y* and T, be the scalar
components of LT}, then L(L™"T}) | = Tag;,yeg)eﬁ)je,y)k = LT} [y —rL7"
I?el)k, which implies

(3.3) L_T—HTj lk = (Tapy + rTaﬁdlv)eg)eﬁ)jev)k‘

Hence we have
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Proposition (3.2). If the tensor field TJZ is positively homogeneous of degree
rin y* and T3 be the scalar components of L*’”T;, then the scalar components
of L_THT]? | are given by Tpg.y + 714,301

Definition (3.1). The Finsler space M* is said to satisfy the T-condition if
the T'—tensor Tj;;x of M 4 vanishes identically.

The C-tensor Cjjy, is positively homogeneous of degree —1 in y', therefore
from proposition (3.2) the scalar components of L?>Cjjy, |, are given by

(3.4) L*Ciji; I = (Capris — Capr016)€a)i€a);€+)kE)h»

And the scalar components T'a3vd of LT}, are given by

(3.5) Topys = Capyis + Cys01a + Carysdis + Capsdiy + Capyois.

We know that the T'—tensor is indicatrized tensor and is symmetric in all indices,

therefore T}, ;1. *=0ie. T apy1 = 0. Therefore, the surviving scalar components
of LT}, are given by

(36) Toeﬂws = Caﬁ'y;(s a,3,v,0 =2,3,4.

Since Chij |k = Chik | , from (3.4) we have
(3.7) Capyis = Capy015 = Coapsry = Capsdiy-

In case of (7,9) = (1,2), (1,3) and (1,4) the above relation is trivial and when
(7,0) = (2, 3), (2, 4), (3, 4), we get

(38) Ca63;2 = Cocﬁ?;?n Caﬁ4;2 = Caﬂ2;4a Ca,@4;3 = Ca53;4-

These equations are trivial for a, 3 = 1. Consequently, we put (o, 3) = (2, 2),

(2, 3), (2, 4), (3, 3), (3.4), (4, 4) in equation (3.8). For instance Caa3.20 = C222.3
etc. In view of (2.4) and (2.7), this equation is explicitly written as

(&'0223)6%) +2Cu23V,)22 + Cr22Vyysze = (8i0222)€é) + 3C22V)1)23,
Or
(3.9)(a) —(J+ )2+ (H=21)uy—2K'vo+ (H' + I') we
=Hs+3(J + J)us +3(H' + I') vs.
Similarly, from (2.4), (2.7) and (3.8), we get
(3.9)(b) I;o —(3J 4+ 2J"Yug — I'vg — 2K ws
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= — (J + J/);g + (H — 2]) uz — 2K’1}3 + (Hl + I,) w3,
(c) K'so—(H + 2N us — (J+2JYvg + (I — K) wsy

= (Hl —I—I/);g —QKI'LL3 + (H — QK) U3 — (J+ J/) w3,
= (J4+ T +(H =20 ug — 2K vg + (H' + I') wy,

(d) Jio +3Tug — 3I' we = I;3 —(3J + 2J Y uz — I'vy — 2K ws,
(e) I/;g +2K/'LL2 + Tvg + (J — 2J')w2

= K/;g—(Hl+2I/)U3 — (J+2J/)1)3 -+ (I— K)w3
=1y —(3J+ QJI)U4 - I,U4 — 2Kvlw47

(f) J/;Q +KU2+2K’U2+(2I’—H,)U)2 = K3 —JIU3—(3H/—|-21/)U3—|—2K/ZU3
= K’;4 —(H’ + QII)U4 — (J + 2J/)’U4 + (I — K)w4,

(9) —(H'+I');2 —2K"uz + (H — 2K)vs — (J + J)w
= H;y +3(J + J)ug + 3(H' + I')vy,
(h) Kio—Jug — (3H' + 21" vy + 2K wo
=—(H' +I')u—2K'us + (H — 2K)vg — (J + J )y,
(1) H';9 +3Kvg + 3J'we = K3y —J'ugy — (3H' + 21" vy + 2K wy,
() I3 +2K"us + Tvs + (J — 2J"Yws = Ji4 +3Tuy — 31wy,

(k) J'3+Kug+2K'vs+ (2I' — H Yws = I';4 +2K ug + Tvg + (J — 20 )wy,
(l) Hl;g +3Kvsg + 3J’w3 = J/;4 +Kuy + 2KI’U4 + (2[/ — H’)’w4.

Since Tp;jp is symmetric in all indices and Tigs = 0, 3,7, = 2,3,4,

therefore, the surviving independent components are fifteen and they are

T5202, 15203, 19204, Th234, Tho4a, Th233,

T5333, 719334, T344, Tosaa, T3333, 13334,

13344, 13444, Thaaa.

In view of (2.4), (2.7), (3.6) and (3.9) these scalar components are explicitly

written as

Toooo = Hio +3(J + J)ug + 3(H' + I')va,
Toooz = Hi3 +3(J + J )us + 3(H' + I')vs
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=—(J+J)0+(H —2us — 2K've + (H' + I')ws,
Tooos = Hig +3(J + J )ug + 3(H' + I')vy

= (H' 4+ I')p—2K"us + (H — 2K )vs — (J + J')ws,
Toogy = — (J + I )su+(H — 21)uy — 2K'vq + (H' + I')wy

= (H'+ )3 —2K"uz + (H — 2K)vs — (J + J')ws

= Ky —(H' +2I)us — (J + 20" vs + (I — K )ws,

Tooas = — (H' 4+ 1')3a —2K'ug + (H — 2K)vy — (J + J')wy

= Ko —J'ug — (3H' + 21" )vg + 2K ws,
Toozs = — (J + J" )3 +(H — 20)uz — 2K'v3 + (H' + I")ws

=TI;0—(3J +2J Yug — I'vg — 2K w9,
Tozss = I;3 —(3J + 2J" Yug — I'vy — 2K'ws = J;o +3Tug — 3T wo,
Tossg = T34 —(3J +2J Yuy — vy — 2K wy

— Ky —(H' 421 )ug — (J + 2 )3 + (I — K)ws

= 1" +2K'ug + Tvg + (J — 2J" )ws,
Tosaa = K'sq —(H' + 21 s — (J + 20" o4 + (I — K)ws

= K;3—Jus — (3H' + 2I')v3 + 2K w3

= Jio+Kug + 2K'vg + (2I' — H )ws,
Tosas = Ky —J'ug — (3H' + 2I")vy + 2K'wy = H';5 +3Kvy + 3J wo,
T3333 = J;3 +3Tus — 3I'ws,
T3334 = J3a +3Iug — 31"wy = I';3 42K ug + Tvz + (J — 2J")ws,
T3344 = sy +2K ug+ Tvg+(J—2JYwy = J';3 + Kug+ 2K vs+ (21’ — H Yws,
T3444 = J'54 +Kuy + 2K'vg + (2I' — H)wy = H';3+3Kv3 + 3J ws,
Tygaa = H' ;4 +3Kvy + 3J wy.

Now, we consider four dimensional Finsler space with vanishing T'—tensor,
then all the scalar components T,,5.6 = 0, o, 3,7,0 = 1,2,3,4. Thus T34 =
T3334 = T3444 = 0 gives

(3.10) —(J+J)u+(H — 20 uy — 2K'vg + (H + I'wy = 0,
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(3.11) Jia+3Iug — 3wy =0,

(3.12) Jsa+Kug + 2K'vg + (2I' — H )wg = 0.
Adding (3.11), (3.12) and (3.10), we get

(3.13) (H+1+ K)ug=0.

Using (2.5) in (3.13) we get LCuy = 0. Since LC # 0, we have ug = 0.

Similarly, from T3 = Th233 = T2333 = Th3aa = T3333 = T3344 = 0, we get
ug = uq = 0. Thus uy, = 0 for a = 1,2, 3,4 which implies u; = 0.

Again Thouq = T3344 = Taaaa = 0 gives

(3.14) - (H, + I/);4 —QK,U4 + (H — 2K)U4 — (J + J')w4 =0,
(3.15) I/;4 +2K/’U,4 + Tvg + (J — 2J')w4 =0,
(3.16) HI;4 +3Kv4 + 3J’w4 =0.

Adding (3.14), (3.15) and (3.16) we get (H + I+ K)vy = 0 which implies vq = 0.

Similarly, Thoos = Too34 = T334 = Togas = T3334 = T3444 = 0 give vy =
0 = v3. Therefore v, = 0 for a = 1,2,3,4 which implies v; = 0. Putting
U = O,U3 = 0,’1)2 = 0, V3 = O,U4 = 0,’1)4 = 0 in T2222 = 0,T2223 = 0 and
Too04 = 0 we get, H;3=10, H;3=0 and H;4y=0. Thus H;,= 0, for a = 2,3, 4.
Putting Ug = 0, Vo = 0 in T2234 = 0, us = 07 V3 = 0 in T2344 = 0 and Uy = 0,
vg = 0 in Thyqq = 0, we get

(3.17) K/;Q +(I — K)wg =0, K/;g +(I — K)wg, K;y +2K wy = 0.
We consider two cases.

Case 1. If [ # K and K’;,= 0 for o = 2,3, 4, then from (3..17) we get w, = 0
for a = 2, 3, 41ie. w; = 0. Hence T,g,s = 0 gives Hyo = ;o= J;0 = Kio=
H;=1;,=J;,=0for a=2,3,4. Since the main scalars H,I,J,K,H' I, .J
are positively homogeneous of degree one in 3, we have H;o = I;q = Jin =
K;o= H';u=I';u= J;a= 0 for « = 1. Hence the main scalars H,I,J, K,
H'.I',J" does not depend on y'. Therefore we have the following:

Theorem (3.1). If main scalar K’ is independent of directional arguments
y', and I # K, the T—condition for a non-Riemannian Finsler space of four
dimension is equivalent to the fact that the v—connection vectors u;, v;, and w;
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vanishes identically and the remaining seven main scalars H,I,J, K, H',I',.J'
are also functions of position alone.

Case 2. If I = K then equation (3.17) gives K';, = 0 for a = 2,3,4. Also
u; = 0, v; = 0 gives H;o, = 0. Putting these values in Tho33 = 0, Tho4q = 0,
To333 = 0, Togaa = 0, Togzq = 0, and Tog4q = 0, we get

(317) I —2K'w2 =0, K;o —|—2K'w2 =0
I3 —2K’w3 =0, K3 +2K’w3 =0,
Iy —2K'wy =0, Ky +2K'wy = 0.

These equations gives I;, +K;o= 0 for a = 2,3,4. Since I = K, we have [,
= K;o= 0 for a = 2,3,4. Putting these values in (3.17) we get wy = w3 =
wy = 0, provided K’ # 0. This implies that w; = 0. Hence Tngys = 0 gives
H.=In=Jw=Kiw=H; =1, =J:;,=0for a =2,3,4. Since the main
scalars H,I,J, K, H',I',J' are positively homogeneous of degree one in y*, we
have H;, = I;o= J;o = K;o= H';=1';, = J';o= 0 for a = 1. Hence all
the eight main scalars H,I,J, K, H',I',J', K’ are functions of position alone.
Therefore we have the following:

Theorem (3.2). If main scalars I and K are equal, and K’ # 0, the T'—condition
for a non-Riemannian Finsler space of four dimensions is equivalent to the fact
that the v—connection vectors wu;, v;, and w; vanishes identically and all the
main scalars H,I,J, K, H',I', J', K’ are functions of position alone.

Remark (3.1). It should be remarked here that the conditions I # K and
K';, = 0 in theorem (3.1) and I = K and K’ # 0 in theorem (3.2) is only
necessary for a Finsler space satisfying T'—condition to vanish v—connection
vectors and all the main scalars to be functions of position alone. On the other
hand if all the v—connection vectors vanish and all the main scalars are functions
of position alone, then a four dimensional Finsler space satisfies T'—condition.

Theorem (3.3)[1]. The tensor Tj;j; vanishes if and only if the tensor P}kl be
invariant under any conformal transformation.

In view of theorems (3.2) and (3.3) we have the following:

Theorem (3.4). If v—connection vectors u;, v;, and w; of a four dimensional
Finsler space M* vanishes, and all the main scalars are functions of position
alone, then (v) hv—curvature tensor P;kl of M* is conformally invariant under
any conformal transformation.
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Theorem (3.5)[1]. A Landsberg space remains to be a Landsberg space by
any conformal transformation if and only if Tj;;, = 0.

In view of theorems (3.5) and (3.2) we have the following:

Theorem (3.6). If v—connection vectors w;, v;, and w; of a four dimensional
Finsler space M* vanishes, and all the main scalars are functions of position
alone, then a Landsberg space remains to be a Landsberg space under any
conformal transformation.

4. Landsberg angle in four dimensional Finsler space

In this section we consider Landsberg angle in four dimensional Finsler
space M*. The Landsberg angle #, ¢ of three dimensional Finsler space with
v—connection vector v; = 0 is given by [9]

(4.1) 0 = L™ m;, 0,0 = L7 n,.

The class of four dimensional Finsler spaces with v-connection vectors
u; = v; = w; = 0 is interested from the view point that we can generalize
the Landsberg angle 6, ¢ of three dimensional Finsler space to four dimensions
as follows:

We consider the differential equations

(4.2) 819 = Lilmi, 8l¢ = Lilni, aﬂ/J = Lilpi,

Proposition (4.1). If the v—connection vectors w;, v; and w; of a four dimen-
sional Finsler space M* vanish identically, there exist three scalar fields 6, ¢ and
1 satisfying the differential equation (4.2).

These scalars 6, ¢, ¥ are defined up to additional functions of position
only and may be called the Landsberg angles of such a special four dimensional
Finsler space.

On account of (2.9) with u; = v; = w; = 0 it is easy to show that these
equations are completely integrable. The L, 0, ¢ and v are regarded as polar
coordinates of a kind of the tangent space and

oyt oyt oy’

oL~ 7 R ¥ S W e

(4.3)

are immediately derived.
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Let g be the determinant of the fundamental tensor g;; then from 0 =
29 C; = 29 C'my, it follows that

dg dg

_ g _

6=

dg

0, and % =0.

Proposition (4.2). The determinant g of the fundamental tensor g;; of a four
dimensional non-Riemannian Finsler space with the vanishing v—connection
vectors u;, v;, w; is of the form g = te20(LC) where t and LC are the functions of
position alone. LC is the unified main scalar and 6 is the first Landsberg angle.
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1. Introduction

In 2003 A. A. Shaikh [8] introduced the notion of Lorentzian concircu-
lar structure manifolds (briefly (LCS),-manifolds) with an example. An n-
dimensional Lorentzian manifold M is a smooth connected paracompact Haus-
dorff manifold with a Lorentzian metric g of type (0, 2) such that for each point
p € M, the tensor g, : T,M x T,M — R is a non-degenerate inner product of
signature (—, +, +, ..., +), where T,,M denotes the tangent vector space of M at
p and R is the real number space. A non-zero vector v € T,M is said to be
timelike (resp. non-spacelike, null, spacelike) if it satisfies g,(v,v) < 0 (resp.
<0,=0,>0)[1, 4]

Recurrent spaces have been of great interest and were studied by a large
number of authors such as Ruse [7], Patterson [5], U. C. De and N. Guha [2],
Y. B. Maralabhavi and M. Rathnamma [3] etc. In this paper, I have studied
a special type of Lorentzian manifolds called (LC'S),-manifolds with general-
ized recurrent and generalized Wa-recurrent (LC'S),-manifolds. The paper is
organized as follows: Section 2 is concerened about basic identities of (LCS),-
manifolds. In section 3, we study generalized recurrent (LC'S),-manifolds. Here
it is proved that such a manifold is Einstein if and only if 5 = 2ap. The last
section deals with generalized Wa-recurrent (LC'S),-manifold and proved that
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if such a manifold is Einstein with 7 = n(n —1)(a? — p), then it reduces to a Wa-
recurrent manifold. Finally, sufficient condition for a generalized Ws-recurrent
manifold to be a generalized recurrent manifold is given.

2. (LCS),-manifolds

Let M™ be a Lorentzian manifold admitting a unit timelike concircular
vector field &, called the characteristic vector field of the manifold. Then we
have

9(§,§) = —1. (1)

Since £ is a unit concircular vector field, there exists a non-zero 1-form 7 such
that for

9(X, &) = n(X) (2)
the equation of the following form holds
(Vxn)(Y) = afg(X,Y) +n(X)n(Y)} (o #0) (3)

for all vector fields X, Y where V denotes the operator of covariant differentia-
tion with respect to the Lorentzian metric g and « is a non-zero scalar function
satisfies

Vxa=(Xa)=a(X) = pn(X), (4)

where p being a certain scalar function. By virtue of (2), (3) and (4), it follws
that

(Xp) = dp(X) = n(X) (5)
where 3 = —(&p) is a scalar function. Next if we put
60X = Lvye, (6)
e

then from (3) and (6) we have
X = X +n(X)E, (7)

from which it follws that ¢ is symmetric (1, 1) tensor and is called the structure
tensor of the manifold. Thus the Lorentzian manifold M together with the
unit timelike concircular vector field &, its associated 1-form 7 and (1, 1) tensor
field ¢ is said to be a Lorentzian concircular structure manifold (briefy (LC'S),-
manifold) [8, 9]. In a (LC'S),-manifold, the following relations hold

(@)  nE)=-1,  ()ec=0,  (c)n(¢X) =0, (8)
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9(¢X,9Y) = g(X,Y) + n(X)n(Y), (9)
(Vxo)(Y) = alg(X,Y)E+n(Y)X + 2n(X)n(Y)E], (10)
n(R(X,Y)Z) = (p—a?)[g(V, 2)X — g(X, 2)Y], (11)
S(X,8) = (n—1)(p — ®)n(X), (12)
R(X,Y)¢ = (p—a®)[n(Y)X = n(X)Y], (13)
S(¢X,¢Y) = S(X,Y) + (n—1)(p — a*)n(X)n(Y), (14)

for all vector fields X, Y, Z, where R, S denote respectively the curvature tensor
and the Ricci tensor of the manifold.

3. Generalized recurrent (LCS),-manifolds

Definition 3.1 : A (LCS),-manifold M" is called generalized recurrrent if its
curvature tensor R satisfies the condition([2])

(VxR)(Y, Z2)U = ACX)R(Y, 2)U + B(X)[g(Z,U)Y - (v,0)Z]  (15)
where, A and B are two 1-forms, B is non-zero and these are defined by
A(X):g(Xapl)v B(X):g(X7P2)> (16)

p1 and po are vector fields associated with 1-froms A and B, respectively. If the
1-form B vanishes, then the manifold reduces to recurrent manifold.

This section deals with generalized recurrent (LC'S),,-manifolds.

Theorem 3.1 : A generalized recurrent (LC'S),-manifold is Einstein if and
only if § = 2ap.

Let us consider a generalized recurrent (LC'S),-manifold. From (15) it follows
that

g(VxR)(Y, Z2)U,V) = A(X)g(R(Y, Z)U,V)
+B(X)[9(2,U)g(Y,V) = g(Y,U)g(Z,V)]. (17)
Let {e;}, i = 1,2,...,n be an orthonormal basis of the tangent space at each
point of the manifold. Then putting Y =V =¢;, 1 <1i < n, we get
(VxS)(Z,U)=A(X)S(Z,U)+ (n—1)B(X)g(Z,U). (18)

Replacing U by £ in (18) and using (12) we have
(VxS)(Z,6) = (n = 1)[(p — o*)A(X) + B(X)]n(Z). (19)
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Now we have

(VxS)(Z,8§) =VxS(Z,§) — S(VxZ,§) — S(Z,VxE). (20)

which yields by virtue of (3), (4) and (12) that
(Vx8)(Z,€) = (n—1)[2ap—B)n(X)n(Z)+a(a®~p)g(X, Z)]-aS(X, Z). (21)

From (19) and (21), it follows that
aS(X,Z) = (n—1)[(2ap — BIn(X)n(Z) + a(a® - p)g(X, Z)]
—(n—=1)[(a® = P A(X) + B(X)]n(Z). (22)
Hence setting Z = ¢Z in (22) and then using (8c) we have
S(X, 2) = (n—1)(a? - p)g(X, Z). (23)
If the manifold under consideration is Einstein, then (23) implies (a? — p) =
constant and hence 2ap—3 = 0. Conversely, if 2ap—3 = 0, then Vx (a?—p) = 0.

Consequently (a? — p) = constant. This result was proved by A.A. Shaikh [10]
for generalized Ricci-recurrent (LC'S),-manifolds.

Next, the nature of scalar curvature r in terms of contact forms 7(p;) and
n(p2) is discussed.

Theorem 3.2 : The scalar curvature r of a generalized recurrent (LCS),-
manifold is related in terms of contact forms 7(p1) and n(p2) as given by
r=[(n—1)/n(p1)][2(a” = p)n(p1) — (n = 2)n(p2)]- (24)

Let us consider a generalized recurrent (LC'S),-manifold. In (15) changing X,
Y, Z; cyclically in and then adding the results, we obtain

(VxR)(Y,Z)U + (VyR)(Z,X)U + (VzR)(X,Y)U
= AX)R(Y, Z)U + B(X)[g(Z,U)Y = g(Y,U)Z]
+A(Y)R(Z, X)U + B(Y)[g(X,U)Z — g(Z,U)X]
+A(Z)R(X,Y)U + B(Z)[g(Y,U)X — g(X,U)Y].

; (25)
U
By virtue of second Bianchi identity, we have
AX)g(R(Y, Z)U, V) + B(X)[g(Z,U)g(Y,V) — g(Y,U)g(Z, V)]
+AY)g(R(Z, X)U,V) + B(Y)[g(X,U)g(Z,V) — 9(Z,U)g(X, V)]

+A(Z)g(R(X,Y)U,V) + B(Z)[g(Y,U)g(X, V) — g(X,U)g(Y, V)] = 0-( |
26
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Contraction (26) with respect to Z and U, we get
AX)S(Y, V) + (n—1)B(X)g(Y, V)
—AY)S(X,V) = (n-1)B(Y)g(X,V) (27)
Again, by contraction (26) with respect to Y and V', we get
AX)r+(n—1)(n—2)B(X) —25(X, p1) =0. (28)

Taking X = ¢ and then using (12) and (18), we have the required result.

4. Generalized Ws-recurrent (LCS),-manifolds

In 1970 G. P. Pokhariyal and R. S. Mishra [6] introduced the notion of a
new curvature tensor, denoted by Ws and studied its relativistic significance.
The Wa-curvature tensor of type (0,4) is defined by

Wo(Y,Z,U,V)=R(Y,Z,UV)+ (Y, U)S(Z,V)—g(Z,U)S(Y, V)] (29)

n—1
where S is the Ricci tensor of type (0, 2).

Definition 4.1 : A (LCS),-manifold M" is called generalized Ws-recurrrent if
its curvature tensor Ws satisfies the condition

(VxWo) (Y, 2)U = A(X)Wa(Y, 2)U + B(X)[g(Z,U)Y —g(Y,U)Z] ~ (30)
where A and B are as defined as in (16).

Theorem 4.1 : A generalized Wa-recurrent (LC'S),-manifold is Einstein if and
only if 6 = 2ap.

Let us consider a generalized Wa-recurrent (LC'S),-manifolds. From (30) it
follows that

g(VxWa)(Y, 2)U, V) = A(X)g(W2(Y, Z2)U, V)
+B(X)[9(Z,U)g(Y,V) — g(Y,U)g(Z,V)]. (31)
Let {e;}, i = 1,2,...,n be an orthonormal basis of the tangent space at each
point of the manifold. Then putting Y =V =¢;, 1 <i < n, we get

(VxS)(Z,U)
= A(X)S(Z,U) + -5[8(Z,U) —rg(Z,U)]A(X) + (n — 1)B(X)g(Z, U)(. |
32
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Replacing U by ¢ in (32) and using (12) we have

(Vx8)(2.6) = | {nta? - ) ba) 4 - 0800 2. 3)

r

n—1
From (33) and (21), it follows that
aS(X,Z) = (n—1)[(a® = pag(X, Z) + 2ap — B)n(X)n(Z)]

(g - p a0 s - aa. e
Hence setting Z = ¢Z in (22) and then using (8c) we have
S(X,¢Z) = (n—1)(a” - p)g(X, ¢2). (35)

If the manifold under consideration is Einstein, then (35) implies (a? — p)=
constant and hence 2ap—3 = 0. Conversely, if 2ap—3 = 0, then Vx (a?—p) = 0.
Consequently (a? — p) = constant.

Theorem 4.2 : An Einstein generalized Wa-recurrent (LC'S),-manifold with
r=n(n—1)(a? — p) is a Wa-recurrent (LCS),,— manifold.

If generalized Wa-recurrent (LC'S),,-manifold is Einstein, then a2 — p is constant
and hence 2ap — = 0. Consequently, from (34) we have

aS(X,Z) = (n— 1)(042 —plag(X,Z)

+H : _n(O‘Q_p)}A(XH(”—l)B(X)]n(Z). (36)

n—1

By putting Z = £ in (36), we obtain

B(X) = —— [ r —n(az—p)} A(X). (37)

n—1|n—-1

If r = n(n — 1)(a? — p), then from (37) we get B(X) = 0. Hence, generalized
Wa-recurrent (LC'S),,—manifold reduces to Wa—recurrent (LCS),,— manifold.

Sufficient condition for a generalized Ws—recurrent manifold to be a
generalized recurrent manifold

Theorem 4.3 : An Einstein generalized Ws—recurrent manifold with vanishing
scalar curvature is a generalized recurrent manifold.

If a generalized Wy—recurrent manifold is Finstein. So we have

S(X,Y) = %g(X, Y) (38)
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From which it follows that
dr(X)=0 and (VzS)(X,Y)=0 for all X,Y,Z. (39)
Using (38) and (39) in (29), we have
(VxWo)(Y,Z,U,V) = (VxR)(Y,Z,U,V). (40)
In view of (30), the relation (40) takes the form

(VxR)(Y,Z,U,V)
:mxwmxzavwﬁgwxmﬂzm—ﬂzmﬂme

+B(X)[Q(Zv U)g(Y, V) - g(Y, U)g(Z, V)]
(41)

Again, in an Einstein generalized Wa—recurrent (LC'S),—manifold if r = 0,
then we have S(X,Y) =0 for all X, Y and hence (41) yields (15). This shows
that the manifold if generalized recurrent.
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Abstract

In 1933 E.Cartan [1] introduced a new space known as Cartan space. It is
considered as dual of Finsler space. H.Rund [4] , F.Brickell [2] and others stud-
ied the relation between these two spaces. The theory of Hamilton spaces was
introduced and studied by R. Miron ([6],[7]). T.Igrashi ([10],[11]) introduced
the notion of («, 5 )-metric in Cartan spaces and obtained the metric tensor and
the invariants p and o which characterize the special classes of Cartan spaces
with («, 8 )-metric. Later on H.G.Nagaraja [3] studied Cartan spaces with (o, 3
)-metric in 2007. This paper deals with a study of Cartan spaces with General-
ized (o, f )-metric admitting h-metrical d-connection. The conditions for these
spaces to be locally Minkowaski and conformally flat have been obtained.

Keywords and Phrases : Cartan spaces, Generalized(«, 3)-metric, h-metrical
d-connection, locally Minkowaski and conformally flat spaces.
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1. Introduction

In 1978, M.Matsumoto and H.Shimada [5] introduced the concept of 1-form
metric L(3)) , where L(3,) is positively homogeneous function of degree one
in n-arguments () (x,y), where fB\(z,y) = b()\)i(x)yi, 1 < A < n, are n-linearly
independent 1-forms. In this paper we consider a Cartan metric

(11) K:K(avlg(l)7ﬁ(2)7"'7/8()\))a 1 SAS?’L,

where (1.1) is a p-homogeneous function with respect to a, B0, 3@ . 3N

g 1 A
and a(z,p) = (a”pipj) 2 together with 3 (z,p) = b (z)p;,r = 1,..., \, which
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are A— linearly independent 1-forms. For A = 1 this metric is nothing but
(a, B)-metric.

Let M be a real smooth manifold and (T M, 7, M) its cotangent bun-
dle. Let C" = (M, K(z,p)), where K : T*M — R is a scalar function which

is differentiable on T*M=TM-{0} and is homogeneous on fibres of T*M. The
hessian of K2 i.e., g¥(x,p) = %8'i8’jK2, where 0% = 821-, is positively homoge-
neous on T*M. Here C™ is called the Cartan space and the functions K(z,p)

and g% (x,p) are called, respectively, the fundamental function and the metric
tensor of the Cartan space C™. The reciprocal g;j(z,p) of g (z,p) is given
by gi; (z,p) g™ (z,p) = 5;“, where g;;(z,p) and g¥/(x,p) are both symmetric and
homogeneous of order 0 in p;.

A Cartan space C" = (M, K(z,p)) is said to be with generalized (a, 3 )-

g 1
metric if K(z,p) is a function of the variables a(z,p) = (a”pz-pj) 2 ,[3(7“)(3:,])) =
b (2)p;, 7 = 1,..., \, where a” () is a Riemannian metric and b("*(z) is a vector

field depending only on x. Clearly, K must satisfy the conditions imposed to
the fundamental functions of a Caratn space.

2. Generalized (a,3)-metric

Definition (2.1). A Cartan metric K = K(a, 0,33, ..., M) is called
Generalized (a, #)-metric.

In this paper we consider the Cartan spaces with generalized (a, 3)-metric
admitting h-metrical d-connection and their conformal change. To find the
angular metric tensor g% of C™ = (M, K (x, p)) we use the following results:

(2.1) gia =" OB = i iR — il — i
a ) ) ) K )
where )
9 L 2K , g
0'=—, W=g"-1""=K dp' =ap;.
opt’ g opop; P T
The successive differentiation of (1.1) with respect to p; and p; gives
(2.2) =Ko+ ZIKW) p(r)?
r=

o KKoup'p? KK,z0 (i () KK, ..
[/ — )t )]0 1]
(2.3) h" = — + TEZI — (b P +b6"p ) + — @
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a3 plp7+ZZKKﬁ<r)/3(s)b b()

r=1s=1
where
oK oK PK K
Ka = B Kﬁ(r) = aﬁ(r) s aa — 902’ Kaﬁ(r) = aaaﬁ(T)v
K
K pe) = 950 95

From (2.2) and (2.3) we get the metric tensor of C™, given by
04) g £ 3 O zp (809599 + 50757) + o
r=1 s=1

where p™*, p" and o are functions of o and ("), given by

KK KK a0 + KoKge
(25) p=— L P = KKy g + Koo Koy, o7 = —2 .

o

and
KKyo —a KK, + K?

a2

The homogeneity of K in o and g1, 3, ... 3 gives the identity

g =

A
(2.6) > 8" 4 pa’ = KKy
=1

Let 'yj. ;. denote the christoffel symbol constructed from a;; and F, = {7; o 7 y
= pk*y,ij, 0} be the linear Finsler connection of the space C", induced from the
Riemannian connection v = (7}, (2)) of the associated Riemannian space (M", &
) We denote ‘:” the covariant differentiation with respect to F,.Then a;;.; = 0,
ad = 0,pl, = 0. Since p;= a;;p’ , it follows that p;j, = 0. Also, a? = a%(z)p;p;
gives a.p; = 0. Now, if we assume that b:(,:)i =0forr=1,...,\ then 8" = p(ip,
gives B:(,:) =0 for r = 1,...,A. Consequently, (1.1) gives

A
K = Koo + Y Ly B = 0.
r=1

Since K, is a function of o, 3, 32, 3 we have (K,). = 0. Similarly,
K505 =0, Kz s, = 0, which in view of (2.5) give p.x =0, ply =0, 0]}, =0

a

and o, = 0. Therefore, from (2.4) it follows that gli =0.
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Further, F., has vanishing (h) h-torsion tensor T, deflection tensor D and
(h) hv-torsion tensor C. Therefore, by the definition of Rund connection, we
have

Proposition (2.1). If b:(,:)i =0,r=1,..., )\, is satisfied in a Cartan space C"
with generalized (o, 3)— metric then the linear Cartan connection F is nothing
but the Rund’s connection RI' of C™.

It is remarked that the h-covariant derivative with respect to RI' coincides
with that with respect to the Cartan connection CT'.

Using the Christoffel symbols Fé- w (D) = 59" (0j9rk + Okgjr — Orgji) con-

structed from g;; (x,p), we can define canonical N-connection

(2.7) Nij =T5;pr, — éFerkPTahgij-
We consider the canonical d-connection

(2.8) DF:(NﬁJﬁmcﬁ»

where

(2.9) = %g” (93 9rk + Okgjr — Orgji) -

The d-tensor field C’ij Fof type (2, 1) is given by
. 1 o A
(2.10) ka = — igirﬁrg]k = giTC”"]k.
Let 1 denote the h-covariant derivative with respect to DI', then we have

Definition (2.2). A d-connection DI' of a Cartan space C™ with general-
ized («, f)—metric is called h-metrical d-connection if it satisfies the following
conditions:

(i) h-deflection tensor D;; = (ps;) =0,

(i) ¥ =0,

(i) g7 =0.
3. Cartan Spaces with generalized («, 3)- metric admitting h-metrical
d-connection

From the condition (i) of definition (2.2), we get D;; = p;; = 0, therefore,
the equation K2 = g¥p;p; and condition (iii) of definition (2.2) give K = 0.
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Again, by the condition (i) and (ii), on the basis of the equation p’ = a%(x)p,
and o? = a¥(z) p;pj, we get

(3.1) ay =0, P4 = 0.

Since K = K(a, B0, 2 ..., M) 1 < X\ < n, on the basis of (3.1), we get

A
Kr=Y K6 =o0.

r=1

Therefore, ﬂl(,:) = 0for r =1,...,A and Ky are linearly independent. Since,
BT (x,p) = b (2)p;, 7 = 1, ..., \, on the basis of condition (i) of definition(2.3),
we get

(3.2) B = b0 (2)p; =0, 1 =1, ..., A,

Since, K =0, a, = 0, ﬂl(,:)i =0forr=1,.., and K, Kqa, K50, Ko go)
are functions of a, 31, 83, .., B therefore, py, = 0, Pl =0,pp =004 =0.
Hence, h-covariant derivative of (2.4), on the basis of the conditions(ii) and (iii)
of definition (2.2) gives

A
—0= Zbr)l (Zprsb )J +psp]> +Zb|k (Zprsb r)i +pspi> )
r=1 =
Contracting by p; and using the identity (2.6) and equation (3.2), we get

A
S Kbl =0
r=1

Since K are linearly independent, we have

(3.3) B =0,r=1,...,\
Now from ali,z =0, we get H]zk = 'y;k, Hence, we have
(3.4) B =0,  r=1,..A

Also, the curvature tensor D;ij of DI' coincides with the curvature tensor
R}, of Riemannian connection BT = (74, 7,pi,0) . If R, = 0, then Dj, =
0. Thus, we have the following proposition:
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Proposition (3.1). A Cartan space C™ with generalized (o, 3)— metric ad-
mitting h-metrical d-connection is locally flat if and only if the associated Rie-
mannian space is locally flat.

If the connection DI' is h-metrical, then gf}]l =0, ap = O,alii = O,b‘(;;)k =

0,p% = 0. From (2.1), (2.4) and (2.5) it follows that C%* = — 29*¢¥ can be
determined in terms of a™, p?, b, K and its partial derivatives of first, second

and third orders with respect to a and ), (r = 1,..., \). Since the h-covariant
derivative of all these quantities vanishes, we have Cf,fk = 0. Hence, in view of

(2.10) and condition (iii) of definition (2.2), it follows that
(3.5) cy, =0.
Definition (3.1). A Cartan space C" is a Berwald space if and only if C]i{h
= 0.
Hence, from (3.5), we have the following proposition:

Proposition (3.2). A Cartan space C" with generalized (o, 3)—metric ad-
mitting h-metrical d-connection is a Berwald space.

As we know [9] a locally Minkowaski space is a Berwald space in which
the curvature tensor vanishes. Hence, from the propositions (3.1) and (3.2), we
have the following theorem:

Theorem (3.1). A Cartan space C" with generalized («, 5)— metric admit-
ting h-metrical d-connection is locally Minkowaski if and only if the associated
Riemannian space is locally flat.

4. Conformal change of Cartan space

Let C™ = (M, K(x,p)) be an n-dimensional Cartan space with generalized
(a, B)—metric K = K(a,ﬁ(l),ﬁ(Q), ...,ﬁ(A)), 1 < X\ < n, by a conformal change
n: K — K such that K (E,ﬁ(l),ﬁ(m, ...,E(/\)) = e”K(a,B(I),ﬁ@), ...,B()‘)),

1 < X < n, we have another Cartan space " = (M,?(aﬁ(l),...,ﬁ(”»,
where @ = ¢« and (B(l),ﬁu), ...,B(A)) =¢" (ﬁ(l),ﬁ@), ...,ﬁ()‘)). Putting a(x, p)
= (aijpipj)% and ") (z, p) = bi(2)p;, v = 1,...,\, we get @7 = €27a¥ and

B(T)l = "M%, Then the Christoffel symbol ﬁj»k constructed from @¥ is written
as

(4.1) Ve = Vi + Bl
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where
ik = 05k + 0pm; — n'agk, n' =mnja*.
()

Taking covariant derivative of b with respect to T}k, we get

E:(]:)’ = ¢ Z (b:(]:)l + anb(r)z + b(r)Jnj(;]zC _ nzajkb(r)]) ‘
r=1

Transvecting by E(T)k and putting

A
. 1 . 1 . )
4.2 M= — (r)ky ()i _ (T)J (r)i
(42) 32;@ i),

we have

el

ni =M — Mi, from which we get, o; = M; — M;.
Substituting this in (4.1) and putting D’,ilj = 'y,ilj + 6t M; — M'ayj, we have
(4.3) Dy,; = Dy,

;Lj is a symmetric conformally invariant linear connection on M. Thus we
have the following proposition:

Proposition (4.1). In a Cartan space with generalized (o, f)— metric there
exists a conformally invariant symmetric linear connection D}Lj.

If we denote by D}'ij, the curvature tensor of D} ;» we have from (4.3)

(4.4) D = D
Since b:(,:)i = 0, we have M* = 0. Hence, D;k = 'yj.k, and D;w'k = R}'ij.

Thus, we have the next proposition:

Proposition (4.2). In a Cartan space with generalized (o, §)— metric admit-
ting h-metrical d-connection M? = 0 and there exists a conformally invariant
symmetric linear connection D}k such that D;.k = ’yj’-k and D}ljk = R}ljk.

If the associated Riemannian space (M, a) is locally flat (R;ij = 0), then

from (4.4) and proposition (4.2), we have szk =0, i.e., the space C" is confor-
mally flat. Thus we conclude that
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Theorem (4.1). A Cartan space C" with generalized («, 3)— metric admit-
ting h-metrical d-connection is conformally flat if and only if the associated

Riemannian space (M, «) is locally flat (szk = 0) :

10.

11.
12.

13.
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Abstract
In this paper, we have discussed on a special type of curvature tensor in
a smooth Riemannian manifold and have studied its cyclic and differentiable

properties. We have also studied the 2-recurrence properties of the tensor S, T, F'
and H in Riemannian manifold as well as in an Einstein manifold.

1. Introduction

Special curvature tensor has been introdued and studied by Singh and Khan
[6]. Let M, be an n—dimensional smooth Riemannian manifold and X, Y, Z and
W be differentiable vector field on M,,. A special curvature tensor H(X,Y,Z2)
of type (1, 3) has been defined as [6] :

H(X,Y,Z) = R(X,Y,Z) + R(X,Z,Y), (1.1)
<HX,)Y,Z2),W>=<R(X,Y,Z2),W >+ < R(X,Z,Y), W >, (1.2)
or
’H(X,Y,Z,W):’R(X,KZ,W)+’R(X,Z,Y,W). (1.3)
It is obvious that
H(X,Y,Z)=H(X,Z,Y),

which shows that it is symmetric in last two slots. Sinha [5] has defined and
studied certain tensors of type (1, 3) in a smooth Riemannian manifold. They
are
S(X,Y,Z) = Ric(Y,Z) X + Ric(Z,X)Y + Ric(X,Y) Z, (1.4)
T(X,)Y,2)=<Y,Z> X+ < ZX>Y+< XY > Z (1.5)
FX,)Y,Z2)=<Y,Z> K(X)+ < Z,X> KY)+ <X, Y > K(Z), (1.6)

which are symmetric in X,Y, Z.
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A special curvature tensor H(X,Y, Z) has cyclic property [4].
H(X,Y,Z)+ H(Y,Z,X)+ H(Z X,Y) = 0. (1.7)

In 1972 A. K. Roy generalized the notion of 2-recurrent manifold. A Rie-
mannian manifold (M", g) is called generalized 2-recurrent, if the Riemannian
curvature tensor satisfies the condition

(DyDyR)(X,Y)Z = A(V)(DyR)(X,Y,Z) + B(U,V)R(X,Y,Z)  (1L8)

where A is non-zero 1-form and B is non-zero 2-form tensor. D denote the
covariant differentiation with respect to metric tensor.

In a recent paper, De and Bandyopadhyay [2] introduced and studied gen-
eralized Ricci 2-recurrent Riemannian manifold which are defined as : A non-flat
Riemannian manifold is called generalized Ricci 2-recurrent Riemannian mani-
fold if the Ricci tensor is non-zero and satisfies the condition

(Dy Dy Ric)(X,Y)Z = A(V)(DyRic)(X,Y) + B(U,V)Ric(X,Y)  (1.9)

where A and B are stated earlier. If the 2-form B(U, V') becomes zero, then the
space reduces to Ricci recurrent space.

An n—dimensional smooth Riemannian manifold M, is called an Einstein
manifold, if for all X,Y € x(M,)

Ric(X,)Y)=k < XY >, (1.10)
where k : M,, — R real is a valued function.

In this paper, we have studied some theorems about special curvature ten-
sor H(X,Y,Z). In section two of this paper, we have studied the 2-recurrent
properties of the tensors S,7T, F' and H in a smooth Riemannian manifold as
well as in an Einstein manifold. In section third of this paper, we have studied
its cyclic and bi-covariant differentiation properties in generalized 2-recurrent
smooth Riemannian manifold.

2. Recurrence Properties of (1, 3) type Tensors in a Generalized
2-recurrent Smooth Riemannian Manifold

Let M, be an n—dimensional smooth Riemannian manifold. Then, M, is
called generalized 2-recurrent smooth Riemannian manifold with respect to the
tensor H(X,Y, Z), if

(DyDyH)(X,Y,Z) = A(V)(DyH)(X,Y,Z)+ B(U,V)H(X,Y, Z), (2.1)
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where A is 1—form and B is 2—form known as recurrence parameter. A smooth
Riemannian manifold M, is called 2—recurrent with respect to tensor S(X,Y, Z),
T(X,Y,Z) and F(X,Y,Z) defined by equations (1.4), (1.5) and (1.6) respec-
tively, if

(Dy Du@)(X,Y, Z) = A(V)(DuQ)(X,Y, Z) + BU,V)Q(X,Y, Z),  (2.2)

where A and B are stated earlier and @ stands for S, T and F, respectively. We
now prove the following :

Theorem (2.1). An n—dimensional smooth Riemannian manifold M,, is gen-
eralized 2—recurrent with respect to the tensor H(X,Y, Z), if it is a generalized
2-recurrent smooth Riemannian manifold with the same recurrence parameter.

Proof. Taking bi-covariant derivative of equation (1.1) with respect to ‘U’ and
V', we get

(DyvDyH)(X,Y,Z)=(DyDyR)(X,Y,Z)+ (DyDyR)(X,Z,Y). (2.3)
On using equation (1.8) in equation (2.3), we get
(DyDyH)(X,Y, Z) = A(V)(DyR)(X,Y, Z) + B(U,V)R(X, Y, Z)
+A(V)(DyR)(X,Z,Y)+ B(UV)R(X, Z,Y). (2.4)
On using equation (1.1) in equation (2.4), we get
(DyDyH)(X,Y, Z) = A(V)(DyH)(X,Y, Z) + B{UV)H(X,Y,Z).  (2.5)
That is, M, is generalized 2—recurrent with respect to tensor H(X,Y, 7).

Theorem (2.2). If a smooth Riemannian manifold M, is generalized 2—
recurrent with respect to the special tensor H(X,Y, Z), then
AWV DyH)(X,Y,Z)+ B(U,V)H(X,Y,Z) = (DyDyR)(X,Y, Z)
+(DyDyR)(X,Z,Y). (2.6)
Proof. Let M, be 2-recurrent Riemannian manifold with respect to the tensor
H(X,Y,Z), then from equation (2.1), we have
AV{(DyR)(X,Y,Z)+ (DuR)(X,Z,Y)+ B(U V{R(X,Y,Z)+ R(X,Z,Y)}
= (DuDvR)(X,Y,Z) + (DuDy R)(X, Z,Y), (2.7)
(DuDvR)(X,Y,Z)— A(V)(DyR)(X,Y,Z) — B(U,V)R(X,Y, Z)

+(DyDyR)(X,Z,Y) = —A(V)(DyR)(X, Z,Y) — B(U,V)R(X, Z,Y) = 0.
(2.8)
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Since M, is generalized 2-recurrent with respect to tensor H(X,Y, Z). There-
fore, on using equations (1.8) and (1.1) in equation (2.8), we get the required
result.

Theorem (2.3). An Einstein manifold M, is generalized 2—recurrent with
respect to the tensor T(X,Y, Z), if it is generalized Ricci 2-recurrent for the
same recurrence 2-form.

Proof. On using equation (1.5) in equation (2.8), we get
1
T(X,Y,Z) = Z [Ric(Y,Z)X + Ric(Z,X)Y + Ric(X,Y)Z]. (2.9)

Taking bi-covariant derivative of equation (2.9), with respect to ‘U’ and ‘V’, we
get

1
=

(DyDyT)(X.Y.Z) = o [(DuDyRic) (Y. Z)X + (DyDy Ric)(Z, X)Y

+(Dy Dy Ric)(X,Y)Z]. (2.10)
Now, let M,, be a generalized Ricci 2-recurrent Riemannian manifold, then
using equation (1.9) in equation (2.10), we get
(DyDyT)(X,Y, Z) = % [A(V)(DyRic) (Y, Z)X + B(U,V)Ric(Y, Z)X
+A(V)(DyRic) (2, X)Y + B(U,V)Ric(Z, X)Y
+A(V)(DyRic) (X,Y)Z + B(U,V)Ric(X,Y)Z]. (2.11)
On using equation (2.9) in equation (2.11), we get
(DyDyT)(X,Y,Z) =[A(V)(DyT) (X,Y,Z)+ B(UV)T(X,Y,Z)]. (2.12)
That is, M, is 2-recurrent with respect to tensor T'(X,Y, Z).

Theorem (2.4). If an Einstein manifold M,, is generalized 2—recurrent with
respect to the tensor T'(X,Y, Z), then
{(Dy Dy Ric)(Y, Z) — A(V)(DyRic)(Y, Z) — B(U,V)Ric(Y, Z)} X
+{(DyDyRic)(Z,X) — A(V)(DyRic)(Z,X) — B(U,V)Ric(Z, X)}Y
+{(DyDyRic)(X,Y) — A(V)(DyRic)(X,Y) — B(U,V)Ric(X,Y)}Z = 0.
(2.13)

Proof. Let M,, be generalized 2-recurrent with respect to the tensor T'(X,Y, Z),
then from equations (2.2) and (2.9), we have

—_

A(V)(DyT)(X,Y,Z) + B(U,V)T(X,Y, Z) = —[(Dy Dy Ric)(Y, Z) X+

k
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On using equation (1.9) in equation (2.14), we get the required result.

Theorem (2.5). An Einstein smooth Riemannian manifold M,, is generalized
2—recurrent with respect to the tensor 7'(X,Y, Z), if and only if M,, is recurrent
with respect to the tensor S(X,Y, Z) for the same recurrence parameter.

Proof. From equations (2.8) and (1.4), we have
S(X,Y,Z)=kT(X,Y,Z). (2.15)
Taking bi-covariant derivative of equation (2.15) with respect to ‘U’ and ‘V’, we

get
(DuyDyS)(X,Y,Z) = k(DuyDyT)(X,Y, Z). (2.16)

From equation (2.16), it is evident that, if M, is 2-recurrent with respect to
the tensor S(X,Y, Z), then M, is also 2-recurrent with respect to the tensor
T(X,Y,Z) and vice-versa.

We now prove the following :

Theorem (2.6). An n—dimensional smooth Riemannian manifold is 2-recurrent
with respect to tensor S(X,Y, Z), if it is Ricci 2-recurrent with the same recur-
rence parameter.

Proof. Taking bi-covariant derivative of equation (1.4) with respect to ‘U’ and
V7, we get

(DyDyS)(X,Y, Z) = (DyDyRic)(Y, Z)X + (DyDy Ric)(Z, XY
+(DyDy Ric)(X,Y)Z. (2.17)

Now, let M, be Ricci 2-recurrent Riemannian manifold, then using equa-
tions (1.9) and (1.4) in equation (2.17), we get M,, as 2-recurrent Riemannian
manifold with respect to the tensor S(X,Y, 7).

Theorem (2.7). If a smooth Riemannian manifold M,, is 2-recurrent with
respect to tensor S(X,Y, Z), then

{(Dy Dy Ric)(Y, Z) — A(V)(DyRic)(Y, Z) — B(U,V)Ric(Y, Z)} X
+{(DyDy Ric)(Z,X) — A(V)(DyRic)(Z,X) — B(U,V)Ric(Z, X)}Y
+{(DyDy Ric)(X,Y) — A(V)(DyRic)(X,Y) — B(U,V)Ric(X,Y)}Z = 0.
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Proof. Let M, be 2-recurrent with respect to the tensor S(X,Y, Z), then using
equation (2.2) in equation (2.17), we have

+(Dy Dy Ric)(Z, X)Y + (Dy Dy Ric)(X,Y)Z. (2.18)
On using equation (1.4) in equation (2.18), we get the required results.

Corollary (2.1). An Einstein manifold M,, is 2-recurrent with respect to the
tensor T'(X,Y, Z) if and only if M, is 2-recurrent with respect to the tensor
F(X,Y, Z) for the same recurrence parameter.

3. Some Properties of Special Curvature Tensor H(X,Y, Z) in Gen-
eralized 2-recurrent Smooth Riemannian Manifold

Theorem (3.1). In an n—dimensional smooth Riemannian manifold M,,, the
special curvature tensor H(X,Y, Z) has the following properties :

(i) If special curvature tensor H(X,Y,Z) has cyclic property defined by
equation (1.7), then it also has

{(DuvH)(X,Y,Z)+ (DyH)(Y,Z,X)+ (DyH)(Z,Y,X)} =0,
and
(i)  (DuDxH)(Y,Z,W)+ (DuDyH)(Z,X,W)+ (DuDzH)(X,Y,W)
= (DyDxR)(Y,Z,W)+ (DyDyR)(Z,W,X) + (DyDzR)(X,W,Y).

Proof.(i). Taking bi-covariant derivative of equation (1.7) with respect to ‘U’
and ‘V’, we get

(DyDy H) (X,Y, Z) + (DyDyH)(Y, Z,X) + (DyDyH)(Z,X,Y) =0 (3.1)

On using equations (2.1) and (1.7) in equation (3.1), we get the required result.
(ii) We have
H(Y,Z,W) = R(Y,Z,W) + R(Y, W, Z).
Taking bi-covariant derivative of the above equation with respect to ‘X’ and
‘U’, we get
(DuDxH) (Y, Z,W) = (DuDxR)(Y,Z,W) + (DuDxR)(Y,W,Z).  (3.2)
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Taking cyclic permutation of equation (3.2) in X,Y, Z; adding the three
equations and then using Bianchi’s second identity, we get the required result.
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Abstract

In this paper we have studied pseudo-slant submanifolds of a Generalised
almost contact metric structure manifold and established integrability condi-
tions of distributions and some interesting results on this submanifold.

Keywords and Phrases : Generalised Almost Contact Metric Structure Man-
ifold, Slant Submanifold Pseudo-Slant Submanifold.

1. Introduction

The geometry of slant submanifolds was initiated by B. Y. Chen. He de-
fined slant immersions in the complex geometry as a natural generalization of
both holomorphic and totally real immersions [4]. A. Lotta introduced the no-
tion of slant immersions of a Riemannian manifold into an almost contact metric
manifold [5]. In [2], J. L. Cabererizo et. all studied and characterised slant sub-
manifolds of K-contact and Sasakian manifolds with several examples. Recently
Khan and Khan studied Pseudo-slant submanifolds of a Sasakian manifold [5].

The purpose of this paper is to study pseudo-slant submanifolds of Gener-
alised almost contact metric structure manifold. In section 3 we defined slant
immersions and slant distributions on Generalised almost contact metric struc-
ture manifold and Hyperbolic Hermite manifold and proved some character-
isation theorem. In section 4 we defined pseudo-slant submanifolds of these
manifolds and established a relation between them. We also worked out inte-
grability conditions of distributions on pseudo-slant submanifolds of Generalised
almost contact metric structure manifold.
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2. Preliminaries
First we define a Generalised almost contact metric structure manifold.

Definition (2.1) [8]. An odd dimensional Riemannian manifold (M, g) is said
to be a Generalised almost contact metric structure manifold if, there exits a
tensor ¢ of the type (1, 1) and a global vector field £ and a 1-form 7 satisfying
the following equations:

¢*X = a’X +n(X)¢ (1)

n(¢X) =0 (2)

(&) = —a’ (3)

¢(£) =0 (4)

n(X) = g(X,¢) (5)

9(dX,9Y) = —a’g(X,Y) —n(X)n(Y), (6)

where X, Y € T'M, a be a complex number and g be the metric of M.

From above definition it is clear that almost contact metric manifold is a
particular case of a Generalised almost contact metric structure manifold for
2
a® = —1.

If '® is a 2-form defined on M as
'"B(X,Y) = g(¢X,Y),
then '® is alternating i.e.
'Y, X) = —'B(X,Y)
or
9(¢X,Y) = —g(oY, X). (7)

Now let M be a submanifold immersed in M and we denote by the same symbol
g the induced metric on M. let TM be the Lie algebra of the vector fields in
M and T+M denote the set of all vector fields normal to M. Then, the Gauss
and Weingarten equations are given by

VxY =VxY + h(X,Y) (8)
VxV = —AyX + ViyV, 9)
forall X,Y e TM,V € T+ M.
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Where V, V are respectively the Levi-Civita connexions on M and M and V+
is induced connexion in normal bundle of M i.e. T+M, h is symmetric bilinear
vector valued function called second fundamental form and Ay is the shape
operator associated with V. The second fundamental form A and the shape
operator A are related by

For any X € TM, we write,

X =TX + NX, (11)

where T'X is the tangential component of X and N X is the normal component
of X . Similarly for any V in T*M, we write

PV =tV +nV, (12)
where tV (resp. nV') denotes the tangential (resp. normal) component of ¢V

The submanifold M is said to be an invariant submanifold if N is identically
zero i.e. pX =TX for any X € TM. On the other hand the submanifold M is
called anti-invariant submanifold in T is identically zero i.e. X = NX.

The covariant derivatives of T' and N are defined as
(VxT)Y =Vx(TY) -T(VxY) (13)

and
(VxN)Y = VIx(NY) — N(VxY). (14)

The distribution spanned by the structure vector 7 is denoted by < & >.
3. Slant distributions and slant immersions

Let M be a Riemannian manifold, isometrically immersed in a Generalised
almost contact metric structure manifold (M, ¢, g,a,n,€&). Suppose that the
structure vector ¢ is tangent to M. if we denote by D the orthogonal distribution
to & in TM. Then

TM =D® <& >.
For each nonzero vector X tangent to M at z, such that X is not proportional

to &, we denote by 0(X) the angle between ¢X and T, M. Since ¢(§) = 0, thus
0(X) is the angle between ¢X and D,.
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Definition (3.1) : M is said to be slant if the angle §(X) is constant, i.e.
which is independent of the choice of x € M and X € TM— < &, >. The angle
# of a slant immersion is called the slant angle of the immersion.

From this definition, it is evident that invariant and anti-invariant immer-
sions slant immersions with slant angle # = 0 and 6§ = /2 respectively. A slant
immersion, which is neither invariant nor anti-invariant, is called proper slant
immersion.

A useful characterization of slant submanifolds in Generalised almost con-
tact metric structure manifold is given by the following theorem.

Theorem (3.1) : Let M be a submanifold isometrically immersed in a Gen-
eralised almost contact metric structure manifold (M, ¢, g, a,n,£) such that
¢ € TM, then M is slant if and only if there exists a constant A € [0,1] such
that

T? = a®X[+ M@ E. (15)
Furthermore, in this case, if 6 is slant angle of M, then A\ = cos?.

Proof : Let X,Y € T'M, then for any slant submanifold, we have

g(TX,TY) = cos®0.g(¢X, ¢Y)

& g(TX,TY) = cos?0.[—a’g(X,Y) — n(X)n(Y)] from (6)

& —g(I?X,Y) = —cos?0.[a%g(X,Y) + n(X)n(Y)] © g(TX,Y) = —g(X,TY)
& g(T?X,Y) = cos?0.[a’g(X,Y) + n(X)n(Y)| VY € TM

& T?X = cos?0.[a’X +n(X)¢]V X € TM

& T? = cos?0.[a’] +n® €]

ST?=d’X[+ M®¢

where A = cos?0, 6 is the slant angle.
Hence the theorem.

Now we define slant distributions.

Definition (3.2) : A differentiable distribution v on M is said to be a slant
distribution if for each = € M and each nonzero vector X € v, the angle 6v(X)
between ¢X and the vector space v, is constant, i.e. which is independent of
the choice ofr € M and X € v,. In this case the constant angle v is called the
slant angle of the distribution v.
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Thus we see that if a submanifold is slant, then there exists a slant distribution
on M.

The following theorem provides a useful characterization for the existence of
a slant distribution on a Generalised almost contact metric structure manifold.

Theorem (3.2) : Let v be a distribution on M, orthogonal to . Then v is
slant if and only if there exists a constant A € [0, 1] such that (PT)2X = a?\ X,
for any X € v.

Furthermore, in this case, if 6 is slant angle of M, then A\ = cos?.
Proof : The proof is straightforward and may be obtained from theorem (3.1).

Now we define slant distributions on a submanifold of Hyperbolic Hermite
manifold.

Definition (3.2) : Given a submanifold S, isometrically immersed in a Hy-
perbolic Hermite manifold (S, J, g1), a differentiable distribution D on S is said
to be a slant distribution if for any nonzero vector X € D,, x € S, the angle
between JX and the vector space Dx is constant, i.e. which is independent of
the choice of x € S and X € D,. In this case the constant angle is called the
slant angle of the distribution D (compare with the definition (3.2)).

4. Pseudo-slant submanifolds of Generalised almost contact metric
structure manifold

We first define pseudo-slant submanifolds of Hyperbolic Hermite manifold.

Definition (4.1) : A submanifold S of a Hyperbolic Hermite manifold (S, J, g1)
is called a pseudo-slant submanifold, if there exists on S, two differentiable
orthogonal distributions D; and Dy such that TM = D; & Dy, where D; is
totally real distribution i.e. JD; C T+S and D, is slant distribution with slant
angle 6 # 7/2, in particular if dim D; = 0 and 6 € (0,7/2), then S is proper
slant submanifold of (S, J, g1).

In the following paragraph we show that there is a relationship between
slant submanifold of Generalised almost contact metric structure manifold and
pseudo-slant submanifolds of Hyperbolic Hermite manifold.

Let (M, ¢,g,a,n,€) be a Generalised almost contact metric structure man-
ifold. Then we consider the manifold M x R. We denote by (X , f %) a vector
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field on M x R, where X is tangent to M, t is the coordinate of R and f is a

differentiable function on M x R.

If we define a tensor J of type (1, 1) on M x R defined by

s (x.5) =5 (ox - e g)

Then we have, J2( fdi) = lJ (¢X — f&,n(X ) ) from (16)

L (p(6X — f€) — n(X)E, n(X — f§%)
(¢2X Fo€ —n(X)E, (n(oX) — <§>>%)
( (a2f)4), from (1), (2), (3) and (4)

I T [ |
/\QM‘,_@M‘HQ I

t

J? (X,fi) = <X,fjt> .

Now we define the metric g; on M x R as

 [(5r L) (58] = sty o

Then we obtain

l.e.

d

T D) DY = [ (60X — fen(x) D), L6y — henr) D],

Lo [(6X = fENX) L), (¢Y — h&,n(Y)S
L 19 (6X — f€,0Y — h&) +n(X)n(Y)]

=g <<z>X oY) — g(¢X, h&) —
L [-a?9(X,Y) — n(X)n(Y

}
)

) — a® fh+n(

(16)

(18)

d

by (16)

)é)
by (1

g(f& oY) + g(f&, hé) +n(X)n(Y)]
(X)n(Y)],

by (3), (4), (5), (6) and (7)

—[9(X,Y) + fh]
—91 [(X, /), (Vo) ], by (18)

Therefore we have

[ (rd) ()] - 2. o

)

from (17) and (19), we see that (M x R, J, g1) is a Hyperbolic Hermite structure

manifold.
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Now we state the following theorem, which provides a method to obtain a
pseudo- slant submanifold of M x R from slant submanifold of M.

Theorem (4.1) : Let M be a non anti-invariant slant submanifold of a Gen-
eralised almost contact metric structure manifold M with slant distribution D
and £ is orthogonal to M. then M X R is a pseudo-slant submanifold of the Hy-
perbolic Hermite manifold M x R with totally real distribution Dy = {(0.%)}
and slant distribution Ds = {(X,0)|X € D}.

Proof : Since we have,
" [(X, 0), <0, i)] — g(X,0)+0 =0,
and (X, f4) =(X,00+ f(0,4),V(X,f4) € T(M x R),
therefore T'(M x R) = D; & D3 is an orthogonal direct decomposition.
Also J(0,4) =1(=¢0) c TH(M x R) from (16)

.. Dy is totally real distribution. It is easy to see that D- is slant distribution
with slant angle 6 (which is slant angle of D) in the sense of Papaghuic [9].

To introduce pseudo-slant submanifold of a Generalised almost contact met-
ric structure manifold; first we define bislant submanifolds of a Generalised al-
most contact metric structure manifold.

Definition (4.2) : M is said to be a bislant submanifold of a Generalised almost
contact metric structure manifold M if there exists two orthogonal distributions
Dy and D9 such that

(i) T M admits the orthogonal direct decomposition TM = D@D < £ >
(ii) The distribution D, is slant with angle 6;
(iii) The distribution Do is slant with angle 6s.

Now we define pseudo-slant submanifold of a Generalised almost contact
metric structure manifold as a particular case of bislant submanifold.

Definition (4.3) : M is said to be a pseudo-slant submanifold of a Generalised
almost contact metric structure manifold M if there exists two orthogonal dis-
tributions Dy and Do, such that
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(i) TM admits the orthogonal direct decomposition TM = Dy @& Da® <
&>

(ii) The distribution D; is anti-invariant i.e. ¢D; C T+M

(iii) The distribution D2 is slant with angle § # 7/2.

If we denote by d;, the dimension of D;, for i = 1,2, then we find the
following cases

(a) If do = 0, then M is an anti-invariant submanifold.
(b) If d; =0 and 6 = 0, then M is an invariant submanifold.

(c) If dy = 0 and € # 0, then M is a proper slant submanifold with slant
angle 6.

(d) If d; # 0 and 6 = 0, then M is a semi invariant submanifold.

Let M be a pseudo-slant submanifold of a Generalised almost contact met-
ric structure manifold M. Then, for any X € TM, we write

X = PLX + PyX + n(X)¢ (20)

where P; denotes the projection map on the distribution D;, ¢ =1, 2.

Now operating on both sides of the equ. (20), we obtain

X =NP X +TPX+NPX, (21)
because
P X =NP X, TP X =0. (22)
It is easy to see that
TX =TPRXNX=NP X+ NPX (23)
and
TP,X € Ds. (24)

Since Dy is slant distribution, by theorem (3.2)
T?°X = a’cos’0X, VX € Ds. (25)

Now we have the following theorem.
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Theorem (4.2) : Let M be a submanifold of a Generalised almost contact
metric structure manifold M, such that & € TM. Then M is a pseudo-slant
submanifold is and only if there exists a constant A € (0, 1], such that

(i) D ={X € TM|T?X = a’\X} is a distribution on M.
(ii) For any X € T'M, orthogonal to D, TX = 0.
Furthermore, in this case, A = cos?6 where # denotes the slant angle of D.

Proof : Putting A = cos?6, it is obvious that for any X € D, T?X = a?cos?0X
therefore D = Dy from equ. (25).

Thus D is a distribution on M.
Also for any X € T'M, orthogonal to D, we have

¢X € TTM and ¢¢ =0, ie. TX = 0.
Hence the condition is necessary.

Conversely, consider the orthogonal direct decomposition TM = D @ D @ <
¢ >, then by (i) and theorem (3.2), we find D is a slant distribution. From (ii)
it is evident that D= is an anti-invariant distribution.

Therefore M is a pseudo-slant submanifold, hence the theorem.

In the following paragraph, we discuss on the integrability conditions of the
distributions involved in a pseudo-slant submanifolds of M.

If i be the invariant subspace of T-M, then in case of pseudo-slant sub-
manifold, consider the direct decomposition of T+M as

T+*M = pu®ND; ® ND, (26)
Since Dy and Dy are orthogonal, therefore g(Z,X) =0. VX € Dy,Z € Dy
This implies that g(NZ,NX) = g(¢Z,¢X) =0 Qg(TZ, NX) = 0.
Therefore (26) gives orthogonal direct decomposition of T+M.
First, we prove some important lemmas.

Lemma (4.1) : AyxY = Agy X, if and only if
9((V.0)X,Y) =0, VX,Y € D\,Z € TM.
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Proof : Let X,Y € D; and Z € TM, then
9(Agy X, Z) = g(h(X, Z), 6Y)
=9(h(Z,X),0Y) = g(VzX = VX, 0Y) = g(VzX,9Y) = —g(6(V2X),Y)
= —9(V2(6X) = (Vz0)X,Y) = —g(=AsxZ + V6 X, Y) + 9((V2)X,Y)
=9(Asx2,Y) + 9(Vz0)X.Y) = g(AyxY, Z) + g(Vz9) X, Y) (27)
By (27), we have the lemma.
Lemma (4.2) : [X,¢] € Dy if and only if
9(Vx9)§, Z) = g(Vep) X, Z, VX € D1,Z € Ds.
Proof : For any X € D; and Z € D, we have
9(1X.€).T2) = g(Vx& — VeX,TZ)
=9(Vx§ —VeX,0Z) = —g(6(VxE — VeX), Z) using equ. (8)
= 9(Vx9)E + Ve(9X) = (Ved) X, Z) = g(Vx D)€ = (Ve) X, Z).
Hence the lemma is followed by last equation.
Lemma (4.3) : For any X,Y € Dy @ Dy, [X,Y] € D; @ Dy, if and only if
9(8Y, (Vx8)€) = g(6.X, (Vy¢)E).
Proof : We have for any X,Y € D1 & Do,
9([X,Y],§) = g(VxY — Vy X,¢). (28)
Now
9(Y,€) = 0= g(VxY,§) = —g(Y, V&) (29)
and 9(oY,0Z) = —a®g(Y,Z)VZ € TM.

Replacing Z by V x¢ in the last equ., we obtain

oY, Vx€) = — 96V, 6(VxE))

= 96V, (Vx0)2), (30)

making the use of (29) and (30) in (28), we obtain

o1, Y),) = —510(6X, (Vro)e) — (67, (Tx0)),
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but [X,Y] € D; & Dy, if and only if g([X,Y],&) = 0.
Hence the lemma follows from last equation.
For any X,Y € D; and Z € TM, we have
9([X, Y], TPZ) = —g(¢[X. Y], P2 Z) = —g(¢(VxY — Vy X), P, Z)
= —g(Vx (oY) = (Vx9)Y = Vy(¢X) + (Vy )X, P2Z)
= —g(~Apy X + Vx(#Y) + ApxY = V3 (6X) = (Vx0)Y + (Vy9)X, Pr2),
using (27)
=9((Vx9)Y — (Vy$)X, P2Z) + g(Vp,z¢) X, Y), (31)
Since, [X,Y] € Dy if and only if ¢([X, Y], TP.Z) = 0.

Thus, the required integrability conditions are obtained from (31) and lemma
(4.1).

Similarly, for the distribution D@ < £ >, the integrability conditions are
obtained from (31) and lemma (4.2).

Now, for any X,Y € Dy and Z € D1, we have
g(¢[X, Y]7¢Z) = —azg([X, Y]7Z)
= a®¢([X, Y], Z) = —g(8[X,Y],NZ) = —g(Vx(¢Y) = V¥ (¢X) = (Vx )Y
+(Vy$)X,NZ)
= g(h(Y,TX)~h(X,TY) +V$NX - VENY +(Vx9)Y - (Vy$)X,NZ). (32)

Therefore, the integrability of the slant distribution D, is obtained from
lemma (4.3), and the fact that ND; and N Dy are orthogonal in the equ. (32).

In similar manner we easily find the integrability conditions for the distri-
bution Do® < £ >.
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Abstract

Tachibana (1967), Singh (1971) studied and defined the Bochner curvature
tensor and Kaehlerian spaces with recurrent Bochner curvature tensor. Further
, Negi and Rawat (1994), (1997) studied some bi-recurrence and bi-symmetric
properties in a Kaehlerian space and Kaehlerian spaces with recurrent and sym-
metric Bochner curvature tensor.

In the present paper, we have studied Kaehlerian recurrent and symmetric
spaces of second order by taking different curvature tensor and relations between
them. Also several theorems have been established therein.

1. Introduction

Let X5, be a 2n—dimensional almost-complex space and its almost-complex
structure, then by definition, we have

FJFg = 0;. (1.1)

An almost-complex space with a positive definite Riemannian metric gj;

satisfying
grsFJrﬂs = Gji (12)

is called an almost-Hermitian space. From (1.2) it follows that Fj; = griF; is
skew-symmetric.

If an almost-Hermitian space satisfies
ViFip + Vil + Vi Fj =0, (1.3)

where V; denotes the operator of covariant derivative with respect to the sym-
metric Riemannian connection, then it is called an almost-Kaehlerian space and
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if it satisfies
ViFip + Vi, =0 (1.4)
Then it is called a K —space. In an almost-Hermitian space, if
V;Fi, = 0. (1.5)
Then it is called a Kaehlerian space or briefly a K, space.

The Riemannian curvature tensor which are denoted by thjk is given by
(Weatherburn 1938)

me-af §) o (4] LA HA-(5)E) on

The Ricci-tensor and scalar curvature are respectively given by
Rij = Rgij and R = Rijgij.

If we define a tensor S;; by

Sij = F{'Ryj, (1.7)
Then, we have
Sij = — Sji, (1.8)
and
Fi'Sej = — Sia F}'. (1.9)

The holomorphically projective curvature tensor and the H-Concircular curva-
ture tensor are respectively given by

ph—ph 4+ =
ijk ijk + (TL + 2)(

leéjh — R]k(S? + Sszjh — Sijih + QFI?SZ']') (1.10)
and

R
Cijk = Rijy. + m(giw? — gk + FyF} — FypFj' + 2F5 Ff) - (L11)

The equation (1.10), in view of (1.11) may be expressed as

Pl = Clin + M(Rz’m? — R0} + SirF) — Sl + 28, Fl')—
B (niQ)(gik‘S? - gjkfszh + E’kFJh - ijFih + QEJ‘F;?) (1.12)
If we put
Lij = Rij — ggz’j (1.13)
and .

7

Mij = Fi'Saj = Sij — —Fij, (1.14)
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Then (1.12) reduces to the form

h R

Pz}glk = Czjk: + m(Lik(S? — ij(Slh + MikF]h - Mijih + 2MijFl?)- (1-15)

Now, we have the following :
2. Kaehlerian Recurrent Space of Second Order

Definition (2.1) : A Kaehler space K, satisfying the relation
ViVa Rl = Aab Rl (2.1)

For some non- zero tensor Ay, will be called a Kaehlerian recurrent space of
second order and is called Ricci-recurrent (or, semi-recurrent) space of second
order, if it satisfies

ViVa Rij = Ay Rij, (2.2)

Multiplying the above equation by g%, we have

VyVa R = A\ R, (2.3)

Remark (2.1) : From (2.1) and (2.2), it follows that every Kaehlerian recurrent
space of second order is Ricci-recurrent space of second order but the converse
is not necessarily true.

Definition (2.2) :A Kaehler space K, satisfying the condition
ViVa Pl = Aab Pl (2.4)

For some non-zero tensor Ay, will be called a Kaehlerian H—Projective
recurrent space of second order or, briefly a K, — P space.

Definition (2.3) : A Kaehler space K, satisfying the relation
ViVa Ol = Aap Ol (2.5)

For some non-zero tensor Ay, will be called a Kaehlerian H —Concircular
recurrent space of second order or, briefly a K,, — C space.

Theorem (2.1) : Every Kaehlerian recurrent space of second order is K,, — C
space.
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Proof : Differentiating (1.11) covariantly with respect to 2%, again differentiate
the result thus obtained covariantly with respect to z°, we have
ViV R

m(gﬁﬁf — gkl + FikFJh — FjF} + 2F;F})

(2.6)

ViV Cii = ViV Rl +

Multiplying (1.11) by Ag, then subtracting from (2.6), we obtain

(VVoR — AapR)

h h h h
vaa Cij - )\abcijk - vaa Rij - )\(leijk + n(n + 2)

(90} — gjdl

+FyF)' — FjpF + 2F; Ff) (2.7)

Now, let the space be Kaehlerian recurrent space of second order, then equation
(2.7) with the help of equations (2.1) and (2.3) becomes

ViVa Cli = AaCliy = 0,

Or,
VVa Clit. = AabClip
Which shows that the space is K,, — C space.

Similarly, in view of equations (1.10),(2.1),(2.2) and (1.7), we have the
following :

Theorem (2.2) :Every Kaehlerian recurrent space of second order is K,, — P
space.

Theorem (2.3) : The necessary and sufficient condition for a K,, — C space to
be a K,, — P space is that

(VsVa Lik — AabLin)0) — (VuVa Lji = AavLji) 8} + (Vo Va M, — Aap M) F}'

—(VVa Mjj, — Aap M) El' + 2(Vy Vo Mij — Aap My ) F = 0. (2.8)

Proof : Suppose K,, — C space is a K,, — P space.

Differentiating (1.15) covariantly w.r.t. z%, again differentiate the result thus
obtained covariantly w.r.t. 2%, we have

1
ViVa Pl = ViV Ol + m(vbva L6} — VyVa Ljdlh + Vy Vo My, F)'

—VoVa M Fl + 2V, YV, My FY) (2.9)
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Transvecting (1.15) by Ay and subtracting from the above equation (2.9), we
have

VoVa Pl = APl = ViVa Ol — AanCllp, + [(VsVa Lik — AapLir)0)!

(n+2)
—(VoVa Lji = AapLji) 00 + (VyVa My — Aoy My ) F'
— (VpVa My, — A M) EP' + 2(Vy Vo Myj — Aap M) Y] (2.10)

Since a K, — C space is a K,, — P space, then equation (2.10), in view of (2.4)
and (2.5) reduces to (2.8).

Conversely, if K,, — C space satisfies the condition (2.8), then (2.10) in view of
(2.5) reduces to

VyVa Pl — APty = 0,
which shows that the space is K,, — P space.

This completes the proof.

Theorem (2.4) : If in a Kaehler space satisfying any two of the following

properties :

(i) the space is Kaehlerian Ricci- recurrent space of second order,

(ii) the space is Kaehlerian Projective recurrent space of second order,
(iii) the space is H-Concircular recurrent space of second order , then it must

also satisfies third.

Proof : Differentiating (1.12) covariantly w.r.t. x%, again differentiate the result
thus obtained covariantly w.r.t. 2%, we have

1
ViV Pl = ViVa Ol + ———= (Vo Va Ried)) — ViV Rji6) + Vi Vo Sk F)'

(n+2)
VsVaR
h h b h h
—ViyVa SjkFy" + 2V Ve S Fy — n(T:%(gz‘k% — gjk0;
+EF) — FjF + 2F; F), (2.11)

Multiplying (1.12) by Ay and subtracting the result from (2.11), we have

Kaehlerian Ricci-recurrent space of second order, Kaehlerian Projective recur-
rent space of second order and Kaehlerian H—Concircular recurrent space of
second order are respectively characterized by the equations (2.2), (2.4) and
(2.5).
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The statement of the above theorem follows in view of equations (2.2), (2.4),
(2.5) and (2.12).

3. Kaehlerian Symmetric Space of Second Order

Definition (3.1) : A Kaehler space K, satisfying the condition
ViVa Rl =0, or equivalently — V,V, Rijx =0, (3.1)

Will be called Kaehlerian symmetric space of second order and is called Kaehlerian
Ricci-symmetric or (semi-symmetric) space of second order, if it satisfies

ViVe Ri; =0, (3.2)
Multiplying the above equation by g%, we have
VyVe R =0, (3.3)

Remark (3.1) :From (3.1) and (3.2), it follows that every Kaehlerian symmetric
space of second order is Kaehlerian Ricci-symmetric space of second order , but
the converse is not necessarily true.

Definition (3.2) : A Kaehler space K, satisfying the condition

ViV ng =0, or equivalently ViV Piji = 0, (3.4)
will be called a Kaehlerian H—Projective symmetric space of second order or,
briefly a *K,, — P space.
Definition (3.3) : A Kaehler space K, satisfying the condition

ViV Czhjk =0, or equivalently ViV Cijrr =0, (3.5)
will be called a Kaehlerian H—Concircular symmetric space of second order or,

briefly *K,, — C space.

Theorem (3.1) : The necessary and sufficient condition for a *K,, — C space

to be a *K,, — P space is that

ViV Ligd! — Vi Va Ligdl! + ViV My F)' — ViV Mjp F]' + 2V, Vo My F! = 0.
(3.6)

Proof : From equations (1.5), (2.9) and (3.5), we have

1
VyVa Pl = ) (VuVa Ligd — ViV L0} + VyNo Mip FJ' — Vy Vo My, F!

+2V,V, M FJ' = 0. (3.7)
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Since *K, — C space is a *K,, — P space, hence equation (3.7) reduces to the
form

VoVa Lid! — VyVa Lidl + VoVo Mg Fl' — Vy Vo My Fl' + 2V Vo My Ff = 0.
(3.8)
Conversely, if a *K,, — C' space satisfies equation (3.6), then (3.7) reduces to the
form
VyVe Pl =0
which shows that the space is *K,, — P space.
Theorem (3.2) :A necessary and sufficient condition for a H—Concircular

symmetric space of second order to be Kaehlerian-Ricci symmetric space of
second order is that

R
h h h h h h
VioVa Ry + Aap|Cilip — R — n(n+2) (9ir0; — gjkd;" + FirF;
BB 2B )] = 0 (39)

Proof : If the space is a H—Concircular symmetric space of second order, then
equation (2.7) in view of (3.5) reduces to the form

. . n o (VoVaR = AuR)
vaa Rijk - )\abRijk + )\abCijk + n(n —+ 2)

FF 4 2 F)] = 0 (3.10)

9k} — gjrd) + FypF)

Now, if the space is Kaehlerian- Ricci symmetric space of second order then
(3.2) is satisfied and equation (3.10), in view of (3.2) reduces to (3.9).

Conversely, if H—Concircular symmetric space of second order satisfies the con-
dition (3.9), then equation (2.7) gives
M[gim} — gjk0l + Fy P — Fyp ' + 2F F)] = 0
which gives V,V,R =0
VbVaginij = (0 since R = Rijgij
Or V,V,R;; = 0 since g7 #0

which shows that the space is Kaehlerian Ricci-symmetric space of second order.
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Abstract

Through dimensional reduction and one-loop quantum correction of scalar
and spinor fields, time-dependent cosmological constant Ay, effective gravita-
tional constant Gy and fine structure constant are derived in 5-dimensional
Kaluza-Klein model for cosmology. If the internal manifold contracts with time
and stabilizes itself at some later time, one possibility gets fine-structure con-

stant equal to
1

37 Gerf ~Gn and Agpp ~0.

Keywords and Phrases : Newtonian gravitational constant, scalar fields,
Dirac spinors, effective action for gravity, induced Maxwell’s terms.
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1. Introduction

In the context of unification of gravity with other fundamental forces,
Kaluza-Klein theory is important. Basically, in this theory 5-dimensional mani-
fold is considered as M* x S' where M* is the 4-dimensional manifold and S* is
a circle. Our observable universe is 4-dimensional, so it is expected that radius
of S! is extremely small (undetectable). Hence, it is very natural to think that
if extra manifold was a reality at very high energy scale and is undetectable
now because of nonavailability of energy of required order, it should manifest
itself in some way or the other. Employing the method of heat - Kernel method,
Toms [3] calculated one-loop effective action in 5-dimensional background geom-
etry and obtained induced cosmological constant, gravity and Maxwell’s term
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as manifestation of fifth dimension of the space. But the cosmological constant
obtained by him is very large. The model, considered by him (Toms) contains
static component of metric tensor corresponding to extra space which completely
ignores its dynamical contribution.

This note offers calculation of time-dependent cosmological constant, ef-
fective gravitational constant(time dependent) as well as Maxwell’s terms using
the heat-Kernal method (adapted by Toms) to evaluate one-loop effective action
for scalar fields as well as Dirac spinors. The 5-dimensional cosmological model
proposed here is given by the line-element

ds? = dt* — a*(t)[(dz")? + (do?)? + (d2®)?] — b*(t)(dy — kA, (z)dz")? (1)

where t is the cosmic time, a(t) is the expanding scale factor for spatially flat
subspace of M4, b(t) is the contracting scale factor for S*, Au(p=0,1,2,3)
is the four-dimensional electromagnetic field and k is a constant of (mass)~!

dimension to make kA, (x) dimensionless.

Using horizontal lift basis [4,5] the action in the background geometry given
by (1) is written as

1 1 'y
S—— / d ady/~gs R + / d 2 dy/—gss [g™™ (Dy @)
167G 2

1 R
(D ®) — ER5®*® — M2D*®] + 3 /d4ﬂcdy\/—g5\11(irm Dy — M)W
2

(2)

where G5 = GyL (G is the Newtonian gravitational constant equal to M, 2
where M), is Planck mass, 0 < y < L). 5-dim. Ricci scalar R5 = R4—%k2FWF“”
(R4 is 4-dim. Ricci scalar, Fy,, = D, A, — D,A,, D,, = </, + kA,, Ds = s
(v and /5 are convariant derivatives in curved space). 5-dim. Dirac matrices
4™ (m’ = 0,1,2,3,5) in curved space are given as 7™ = A7 3%(3°, 3,32, 7%) are
Dirac matrices in 4-dimensional flat space and 7° = 79315253, hz;”/ are defined as
hgl/h;)nab = ¢"™'" with no = diag(1l,—1,—1,—1,—1), & is a coupling constant,
® is a scalar field with mass M,, ¥ is the Dirac spinor with mass M 1 and g5 is
the determinant of the metric tensor g,,.,, given as

I = diag(1, —a2, —a?, —a?, —b2)

in horizontal lift basis. 7 = ¢ = 1 is used as fundamental unit where A and ¢
have their usual meaning.
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2. Gravity

5-dimensional action for gravity given by (2) can be reduced to 4-dimensional
action employing the method of Pollock[6]. In this method, ¢, can be con-

formally transformed to g/, ., as

:VO
it = V(0 =0 () 3

where g is the resulting metric tensor on M*%. So, on ignoring term of total
divergence,

1 4 z 3|5 2% e L9092
= — — — 12 - - F,F* 4
S0 =g | dedn/ 0, [ - 127 (G 02 - e, @

where @ is the covariant derivative, Ry is Ricci scalar and F; v 1s electromagnetic
field strength corresponding to g, .

Further conformal transformation is done over 5#,, only as
g,uz/ = e%gw/ (5)

where v is function of b(t). Now using this conformal transformation and inte-
grating over y,

1
5’54) =— /d4x\/—g4(;v)6362”

167Gy

1 b b (6)
Ry — Zb_sze‘z”F“”FW —12(0)% - 12(5)2 —18i(3)

3
where dot (.) denotes derivative with respect to ¢(time). Choosing v = —§ln b(t),

one gets 4-dimensional action for gravity as

1
4) — _ do/—

constant k was introduced with intention to keep the theory dimensionally cor-

b2
5

1
Ry — ZkQF,WlW —12( (7)

rect. So, without any harm to physics, k£ may be identified with (167G N)%
3. Scalar fields

The extra manifold is a circle which is not simply-connected, hence any
field on it can be either untwisted(periodic in y) or twisted(anti-periodic in
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y)[7]. Hence, in either case, one may write

oo

®(at,y) = [Lo(1)] 2 Y Bu(ah)eapli(n + a)My] (8)
1
where M = 2rL~! (L is circumference of S!) and a = 0 <2> for untwisted
(twisted) field.

Substituting ®(z#,y) given by (8) in the action for scalar field given by (2) and
integrating over Y

1 — * n
s =5 Y [ davai@le (D2, (D 2,) -
n=—oo (9)
1
M@y, @y, — §(Ry — K2 Fyu F1) 0] 0,

where
DM@, = 7, Py + ignAn®n, (10a)
. . 2 .
+ «)? 3ab 1 (b 1d (b
M2 = M2 LM2_,,,_, 2 =202 10b
n 0t T 2ab 4 \b 2dt \ b (106)
and
gn=n+a)e=(n+a)kM (10c)

Here gy, is the charge of the scalar particle in nth mode which is integral (half-
integral) multiple of e (= kM) for untwisted (twisted) field.

Now one loop effective action for ®,, is calculated for nth mode and summed up
over all modes to get [3]

Y =2 %" indeta, (11)

where A,, is the operator defined as
1
A, =g"DMD + M2 +¢ <R4 — 4k:2FM,,F‘”’> (12)

Using the kernal ky(s,z,x) for A,, (11) can be re-written as

i & 7 ds
) =3 > [devma [ o) (13)
0

n=—oo
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where

e}

kn(s,x,x) = i,u4_N(4m’5)_%exp —iM?2s) Z
k=0

(N is the space-time dimension used as dimensional regulator with N — 4 and
i is a constant of mass dimension to get dimensionless action). For A,, given
by (12) [8,9]

ap(z) =1 (14a)
m(r) = (3~ ORs+ TR R ™ (140)
as(z) = —%kzMQ(n + oz)2 4+ ... (14c)

Only relevant terms are mentioned here.

Integrating over s in (13) and using (14)

Iy == 2(4;)2/614"” o [#ﬂ[(_g>n§m{W+M2(7ﬁ)}g+
timy [0 3) i [0 ) G - o
}V@l{%ékz (1- ];)niw[w + ()] F -

F 2 HMinta [(n+:)2M2+M2(t)]¥—2}+...]
(15)

where

Using the formulae (B6) of ref.[10],

0o ) ()\ _
2 21-X _ 3 412X
nzg_oo[(n +c)*+d| " =m2d 7\5
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1 _
(where Re A > = and c and d are real), series in (15), for M2(¢) > 0 is summed

to yield when o = 0,

M) == e [ VRSSO 1+ T 1O
(16)
<5—5>R4 (L nwp + L) Bupe s
where ¢(p) is the Riemann-zeta function.
1
When o = >
r) =~ g [ eV T OF + (10
Ameh . M(3) ) (7
(5 -or+ i (e roy - D) pupe s

If Ny (N; ) is the number of untwisted (twisted) scalar fields in the theory,

1 8t b . -
F(l):— / 4 “adl— 2= M 5(NT 4+ N=
T NG+ NI (5~ Rt
3M 6 !
k% [ Am€b P o M%(3), . 3 .
¢ (ap BIOPOT +855) + LR 0 = 85) ) B+
(18)
4. Dirac spinors
Like scalar fields, ¥(x*, y) may also be written as
U(at,y) = [Lb(e)] 72 D Wa(a")eapli(n + o) My (19)

Using this anstaz for ¥(z#,y) in the action for ¥(z#,y) given by (2) and inte-
grating over y,

P (n+a)M

Z /d4$\/—g\ll [w“D(”) T—M% v, (20)

n=—oo
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Under chiral rotations [11,12], the mass term for ¥,, gets the canonical form

T, [(nza) - MQ] W, (21)

Now one-loop correction terms for ¥,, can be calculated by repeating the pro-
cedure adopted for scalar fields with

trag(z) =p (22a)
by (z) = ——pR L F F™ (22b)

o 1277 16
tras(z) = —%k2M2 +(n+a)’F, F" + ... (22¢)

Here also only relevant terms are mentioned, p in (22) is the number of
spinor components which is 4 for ¥,,. If number of untwisted (twisted) spinors
are N (N)

2

2

327b
) — T/ ——M5 N+ Ny
v 471' / 91 [= g My (VY + N+
Arh —dmb
QLMMS(N++N)R4+*{ CMINF N (29)
2 2
2M?
3 <(3)<N+—*N )} F1 +

5. Effective action for gravity

From (7), (18) and (23), effective action for 4-dimensional gravity is written
as

1 b _ 1
Werf _ [ 4 ——1_ 3N+ o N—Y (L
Sy /d v/ —ga [ Tora. + s MY (Ng + No ) (g = &)+

b
27T M

S\ 2
ME(NY + Ny )R4+4WZN (2) +6(1)7TM{M( )PPx (24)

b
NS +Ny) - 7M5 N+ Ny
(No + Ny ) 157 M (NY + Ny
which yields the effective 4-dimensional gravitational constant as

1 1 b
167Gesr 167Gy T o

BT P (NG + Ny ) (5 — &) + MJ(N] + N7
(25a)
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and effective cosmological constant A.ry as

/\eff — 3 9)2_’_ b
87Gesy 4rGN b 60w M

[{M ()} (N + Ny) —4M} (N + N; )] (25b)
2 2 2

Thus, one finds that G,y and A.yy are time dependent. Also it is interesting

to see that if & > 6 and at a particular time ¢/

1 - b(t")
167G N 72w M

BT PG + N )€ - 5) - MYV +N])] (250

Gerr < 0. It means that under above circumstances, gravity becomes repulsive
contrary to its usually believed nature. Possibility of anti-gravity has also been
discussed by Yoshimura[l3] in the context of his finite temperature theory of

1
higher-dimensional Kaluza-Klein type cosmology. But if £ < 5 Gepr > 0.

1
Even if £ > 5 Gess > 0 is possible provided that a particular time ¢’
_ 1
MI(NT + Ny) > 3{M(t")}*(Ny + Ny )(€ - )
2 2 2

6. Induced Maxwell’s terms

From (7),(18) and (23), induced Maxwell’s term in the action is given as

1 e? b 4réb M?¢(3)
5(4):/d4 — M®¥(NS + Ny
F2 4 x g4M2[167TGN + 3M { ( >} ( 0 + 0 )+ 671'2 X
3 47b 2M? 3
Ny —SNy) — —M3(Nf + N7) - N — SN[ )F,, F*™
(Ng 20) Vi %(%‘1’ %> 37r2§(3)(% 5 %)# ]
(26)
The normalization condition for A, yields [14,15,16]
M?  Amg 4
b(t) | L + -2 { M)} (Ny +Ny) — —M3(NF + Ny
()[167r+3M{ (t)}*(Ng + Ng) Vi %(%‘F %)‘F o)
M?¢(3) 3 2M? 3 M?
N —SN7) = S5 ¢(3)(Nf — SN7) = —
62 o~ aNo) = s BW — o) =
If Nt =4N{ and N = 4N, (27) gets a more convenient from as
2 2
M?  16wE . - 4 M?
b(t) | L + 2 {Mt)}* — —MI(NT +Ny)| = — 2
()[167T+3M{ )} M %( %—'_ %) e? (28)
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It is interesting to see from (27) and (28) that e (gauge coupling constant for
electromagnetic field) is time-dependent. As a result fine structure constant (for
Ny =4Ny and Ny = 4N; ) is given as

2 2

-1
—1 Mg 1671'5 3 41

¢t _ M Y 3(NT
- P TSN (¢ M3(NT + N7 2
167r+3M{ (1)} M %< 1t %) (29)

i E[b(t)]

2 2
e
is time-dependent which shows that when b — oo, = — 0 and as b — 0, = —
iy s

2

oo. But we know that at low mass scale (large t),:— o~ 37 This well-known
7
result puts a constraint on b(t) that b(t) should stabilize itself at some time ¢,

during the course of evolution of the universe around the value b; = b(¢1) given
by
~1

1 M? M2  16m¢M3 Ax
— = 71)_1 _p U050 7M3 N+ N~ 30
37 a0 | ter T e MV N (30)

In (30), if My and M 1 are sufficiently small,

N 548 M2

by ~ ——— 1

The effective radius of the extra manifold (circle) is Lb(t). If extra manifold is
hidden, at the compactification time .

Lb(te) S Ly (32)

Constraint obtained above and the fact that b(¢) is a contracting scale factor,
imply that

b(te) > by (33)
Thus, one gets
Lby < Lb(te) S Ly (34)
. . . Mp —.3
Now (31) and (34) imply compactification mass M < 18 and b < 1.8 x 10°.
From (25a) and (34), one gets at ¢t = t;
1 1 M,"! 1 1
< 2 {1203 (< - &) + M} J(NT + NT) ~ 35
167Goyy ~ 167Gy | 721 ol ~ O T MNP NI~ gy 39
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(25b) and (34) imply that at t = ¢;

-1

Neff  ~ M, + - 5 5
N7 + N7 (M3 — N 36
8nGepr ~ 157 ( 3 %)( 0 %) (36)

which shows that if Mo ~ M1, A.rr = 0, otherwise also A.ryr ~ 0.
2
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Abstract

Walker (1950) and Roter (1964) studied and defined Ruse’s spaces of re-
current curvature and second order recurrent spaces respectively.

In the present paper, we have studied and defined Einstein-Kaehlerian re-
current space of second order and several theorems have been established therein.

1. Introduction

An n(= 2m) dimensional Kaehlerian space K" is an even dimensional Rie-
mannian space, with a mixed tensor field Fih and with Riemannian metric g;;
satisfying the following conditions

F!F} = -4, (1.1)
Fij = —=Fji, (Fij = F{' gaj) (1.2)

and
Fl =0, (1.3)

where the (,) followed by an index denotes the operator of covariant differenti-
ation with respect to the metric tensor g;; of the Riemannian space.

The Riemannian curvature tensor, which we denote by thj i 1s given by

mo=a o f-a (G LU H T oo

where 0; = % and {z'} denote real local coordinates.
The Ricci-tensor and the scalar curvature are respectively given by

Ri]’ = R and R = Rijgij.

aij
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It is well known that these tensors satisfies the following identities
vika = Rki — Rik jy (1.5)
R;=2R},
FiaRaj - — RiaF]q7
and
FfR) = ROF? (1.8)
Let Rp;j;, be the components of the Riemannian curvature tensor.

We define a bi-recurrent space as a non-flat Riemannian V,,, the Riemannian
Curvature tensor of which satisfies a relation of the form

Ruijicab = AavRniji (1.9)

where \p is a non-zero tensor of the second order called the tensor of recurrence
or recurrence tensor.

A Kaehlerian space K" is said to be Kaehlerian recurrent space of second
order if the curvature tensor field satisfy the condition

Rhijk,ab — AavRuijr = 0 (1.10)
for some non-zero recurrence tensor \gp.

THe space is said to be Kaehlerian Ricci recurrent space of second order,
if it satisfies the condition

Rij.ab — AavRij =0 (1.11)
Multiplying the above equation by g%, we get
Ry — AR =0 (1.12)

An immediate consequence of (1.9) and Bianchi identity
Rpijk,a + Rhikaj + Rhiaje =0
gives for a bi-recurrent space
AabRniji + Njp Rhika + M Rhiaj = 0 (1.13)
In the case
Rpijkap =0

(1.9) and (1.13) are satisfied for A\;; = 0 and the space may or may not satisfy
(1.13) for some non-zero tensor \;;
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Let us suppose that a Kaehlerian space is an Einstein one, then the Ricci

tensor satisfies

R
Rij = i (1.14)

at every point of the space.

Theorem 1. If a recurrent space of second order (or bi-recurrent space) be
FEinstein, then the Ricci-curvature tensor vanishes.

Proof. Considering (1.13), transvecting by ¢"*¢", we get
AabR = N\jpg"”? Rig — Nipg"* Rpg = 0
i.e.
AabR — 2)\jbginia =0

Let a bi-recurrent space be Einstein one. Then making use of (1.14), in
(1.15), we obtain

"R
AR — 2)‘]'1791]% Gia =0
whence
(n—2)A\spR = 0.

Since Ay # 0 and n > 2, R = 0 which is equivalent in an Einstein space to
saying that R;; = 0. This completes the proof.

Theorem 2. In an Einstein recurrent space of second order, the scalar g\,
vanishes.

Proof. Transvecting (1.13) by ¢"* and with the aid of R;; =0, we get

MapRE =0 (1.16)

iaj =
Transvecting (1.13) again by g% yields
ORniji — Njpg™ Rakni + Mevg® Rajni = 0 (1.17)
where we have put the scalar ¢g*®\,, = ¢. Simplifying (1.17), we get
SRhijk = Ajp Rini — b R
This, by virtue of (1.16), gives

dRpiji = 0.
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Hence, either ¢ = 0 or Rp;j;, = 0. But Rp;j, # 0, because the case of flatness
contradicts the definition of a recurrent space of second order (or, bi-recurrent
space).

Therefore ¢ = 0, i.e., g Ay = 0 or, g"\,s = 0.
Which completes the proof of the theorem.
2. Condition for recurrent space of second order to be recurrent

We know the definition of a recurrent space. Evidently, a recurrent space
is bi-recurrent or recurrent space of second order, but the converse is not true.
It will however be shown in the form of a theorem that under certain conditions
a recurrent space of second order (or, bi-recurrent space) becomes recurrent.

Theorem 3. A recurrent space of second order (or, bi-recurrent space) with
A3 s = 0, g"Ars # 0 is recurrent when and only when the space is Ricci-
recurrent.

Proof. If a recurrent space of second order is recurrent, then the space is

Ricci-recurrent. Conversely, if A™\.s = 0 and ¢"*\,s # 0, then as shown by

Roter [2], the curvature tensor of a recurrent space of second order (bi-recurrent

space) has the following form

2
(

Rpijr = = Ry Rij — RyjRir), (2.1)

we then consider those recurrent spaces of second order which are Ricci-recurrent
having f3; as vector of recurrence.

Equation (2.1) thus yields

4 2 2
Rpijk,a = Eﬂl(thRij—thRik)_Eﬁl(thRij_thRik = Eﬁl(thRij_thRik)

= BiRpijk-

Therefore, the space is recurrent.
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Abstract

Several authors discussed affine motion generated by contra, concurrent,
special concircular, recurrent, concircular and torse forming vector fields in spe-
cial spaces such as recurrent, birecurrent and symmetric Riemannian and Finsler
spaces. The first author [20-22] for the first time obtained the necessary and
sufficient conditions for the above vector fields to generate an affine motion in
a general Finsler space. Recently Surendra Pratap Singh [26] discussed affine
motion in a birecurrent Finsler space. The aim of this paper is to generalize the
results of Surendra Pratap Singh.

Keywords and Phrases : Recurrent Finsler space, Birecurrent Finsler space,
Contra vector field, Concurrent vector field, Affine motion.
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1. Introduction

Takano [27-28] studied certain types of affine motion generated by con-
tra, concurrent, special concircular, torse forming and birecurrent vectors in
non-Riemannian manifold of recurrent curvature. Following the techniques of
Takano, the authors Sinha [25], Misra [5-7], Misra and Meher [8-10], Meher [4]
and Kumar [1-3] studied the above mentioned types of affine motion in Finsler
space of recurrent curvature and obtained various results. The first author ob-
tained the necessary and sufficient conditions for above vector fields to generate
an affine motion in a general Finsler space. Surendra Pratap Singh [26] discussed
affine motion in birecurrent Finsler space. In the present paper we have gen-
eralized certain results of Surendra Pratap Singh and highlighted some results
which are either trivial or meaningless in the aforesaid paper.
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2. Preliminaries

Let F, (F,g,G) be an n—dimensional Finsler space of class at least C”
equipped with metric function F', corresponding symmetric metric tensor g and
Berwald’s connection GG. Connection coefficients of Berwald satisfy

(21) (@) Gi= G o () Gt = Gl () &Gl =
g
where ak = 8%’6'

G;k h= 8hG§.k constitute a tensor which are symmetric in its lower indices and
satisfy

The covariant derivative By, TJ’ of an arbitrary tensor TJZ for the connection G is
given by

(2.3) BT} = 0T} — (0,T}) Gy, + T] Giy, — T} G,
where 0, = a%k'

The operator B; commutes with O and itself as follows

(2.4) (0;Br — Br0;) Tj, = Ty, Gy, — T} G,
(2.5) (BiBr — BuB;) Ty = Ty Hjy, — T, Hjyy, — (0,T3) Hj,

where H;kh constitute Berwald’s curvature tensor given by
(2.6) Hiy = 0;Gip — WGhj + G G% — Ghi Ghy + Gy Gi — Gipy G

This tensor is anti-symmetric in first two lower indices and is positively
homogeneous of degree zero in ¢. The tensor H;k appearing in (2.5) is related
with the curvature tensor as

(2.7)(a) Hjy i = Hjy, (b)  OnHiy = Hip,

and with deviation tensor H]Z as

(2.8)(a)  Hj i = HI,

(b)  L(OnH— 0;H}) = H!,.
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The associate vector y; of ' satisfies the relations [18]

(2.9)(@) ‘ A ‘
yid' = F* (b)) wyiHl, =0, (¢)  girH,; + yiHl i =0,

where g;; are components of metric tensor g.

The curvature tensor fields satisfy the following Bianchi identities [23]

(2.10) BiHjy, + B;jHjy, + BpHjy, + Hj), Ghy, + Hiy Giy + Hf Gryy, = 0,
(2.11) BZH]Z:;C + Bj Hlil + BkHll] = 0,
(2.12) B H}, — B, H} + (B, H},)i" = 0.

Let us consider the infinitesimal transformation
(2.13) = 2" + ev'(a?),

generated by a vector field v*(27), € being an infinitesimal constant. The Lie
derivatives of an arbitrary tensor T; and the connection coefficients G;k with
respect to (2.13) are given by [29]

(2.14) LT = v" BTl — TF By’ + TEBjv"™ + (9,T7) Bov" &,

(2.15) £Gl = BiBw' + Hiw™ + Gy, B @7

The operator £ commutes with the operators By, and 9y, according as

(2.16) (£By— B £)T) = Tj £Giy, — T} £GYy. — (0, T}) £Gy,

(2.17) (O£ — £9)Q = 0,
where 2 is a vector, tensor or connection coefficients.

The infinitesimal transformation (2.13) defines an affine motion if it pre-
serves parallelism of pair of vectors. The necessary and sufficient condition for
the vector v'(27) to generate an affine motion is that [29]

(2.18) £GY = 0.

Since the curvature tensor is Lie invariant with respect to an affine motion, in
this case we have

(2.19) £HYyy, =



96 P. N. Pandey and Suresh K. Shukla

The vector field v is called contra and concurrent vector field according as
it satisfies [27]

(2.20)(a) Bpvi=0, (b))  Bpv' = A\,
A being a constant.

The affine motion generated by the above vector fields is called a contra
affine motion and a concurrent affine motion, respectively.

3. Special Finsler Spaces

A non-flat Finsler space F,, is called a recurrent Finsler space if the curva-
ture tensor satisfies

where K is a non-zero vector field [2-4, 6-9, 16, 17, 25]. Pandey [17] proved
that the recurrence vector K is independent of 4, in general.

Following identities are satisfied in a recurrent space [17]:

(3.2) K H;ikh + K H;‘jh + K; Hiy, = 0,
(3.3) K H}) + Ky Hf; + K; Hj; =0,
(3.4) Hy Gy = 0,

where square bracket shows the skew-symmetric part with respect to the indices
enclosed in it.

A non-flat Finsler space F,, is called a birecurrent Finsler space if the cur-
vature tensor satisfies the relation

where A;,, is a non-zero tensor field, called birecurrence tensor field [1, 5, 12].
A birecurrent Finsler space satisfies the following;:
(3.6) A Hy + Ay Hy,y + Ay Hiy, = 0.
We may also define an r-recurrent Finsler space characterized by the con-
dition

(3.7) BBy, By, Hj o, = Ay, Hijgp
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In view of Bianchi identities, the tensor field Hj’,C satisfies

(3.8) Al tyety g1 Hige + Ayt ok H j +-+- = 0.

4. Affine Motion in a Birecurrent Finsler Space F,

Let us consider a Finsler space F;, admitting the affine motion (2.13). Then,
we have (2.18) and (2.19). In view of the commutation formula exhibited by
(2.16) and the equation (2.18), we find that the operators of covariant differen-
tiation By and Lie-differentiation £ are commutative for an arbitrary tensor 7"
of any order, i.e.

(4.1) LB, T = By £LT.
In particular,

LBy Hiyy, = By £ Hiy, |
LB By Hiyy, = By £ By Hlyy, = BBy £HYy,
(42)

£ By By -+ Bin, Hippy = By By - B, £ Hiyy

43) e

In view of (4.3), for a recurrent space, a birecurrent space and an r - recurrent
space, we have

(4.4) £Ky, =0,
(4.5) £ A =0

and

(46) £Am1m2.“.mr = 07

respectively.
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Singh [26] considered a special birecurrent Finsler space (though he did not
use the word “special”) whose recurrence tensor Aj,, is of the form

(4.7) A = B K + K K.

He discussed affine motion in such space and obtained the following theorems :

Theorem 1. In a birecurrent Finsler space F},, which admits an affine mo-
tion, the Lie-derivative of the recurrence tensor field A;,, satisfies the relation
£ Ay, = £8, K.

Theorem 2. In a birecurrent Finsler space F),, which admits an affine mo-
tion, the recurrence tensor Ay, satisfies the identity £ By, Ay + £ B Ay +
£ B Ay = 0.

Theorem 3. In a birecurrent Finsler space F},, which admits an affine motion,
the recurrence tensor A, satisfies £ (9, App,)) = 0.

Theorem 4. In a birecurrent Finsler space F,, which admits an affine motion,
the Bianchi identities satisfied by curvature tensor H]’:kh, H]’k and H }C take the
forms

(£ Aw) Hiy + (£ Aj) Hiy + (£ Ags) Hi; = 0

and
(£ A1) Hf, — (£ Aps) Hi + (£ As) Hy 3" = 0,
respectively.

Theorem 5. In a birecurrent Finsler space F},, which admits an affine motion
in order that the vector field v*(z7) spans a contra field, the relations H’ v’ =0

and ngk £v° = 0 hold good.

Theorem 6. In a birecurrent Finsler space F},, which admits an affine motion
in order that the vector filed v*(27) determines concurrent field the relations

Hsijk v® = 0 and ngk £v% = 0 are necessarily true.

In view of (4.5), Theorem 1 is not correct while the next three theorems
(Theorem 2, Theorem 3 and Theorem 4) reduce to 0 = 0.

The Lie-derivative of a tensor field T]’ with respect to the infinitesimal
transformation (2.13) is given by (2.14).

In particular,

(4.8) £v' = 0" Boot + (000 Bev" i* — v" Byt = 0.
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The main finding in Theorem 5 and Theorem 6 of Singh [26] is that a
contra or concurrent vector field v’(z7) generating an affine motion in the so
called birecurrent Finsler space satisfies

(4.9) Hly £0° = 0.

In view of (4.8), it is trivial.

Pandey [20] proved that an infinitesimal transformation, generated by a
contra vector field, is necessarily an affine motion in a general Finsler space.
Therefore, it is an affine motion in a birecurrent Finsler space.

If a birecurrent Finsler space admits an infinitesimal transformation gen-
erated by a contra vector field v*(27), then the recurrence tensor Ay, satisfies
(vide Pandey [20]):

(4.10)(a) App ™ = 0, (b) Aot = 0.

In case of recurrence tensor A;,, considered by Singh [26] above conditions
become

(4.11)(a) (BmK; + K Kj)v™ =0,

(b) (BnK; + K, K)ol = 0.
In view of (4.11a) and (4.11b), we have
(4.12)(a) V" By K = — (K v™) K],
(b) B (K v') = —(Kjv) K.
If we put K;v' = L, then (4.12a) and (4.12b) reduce to
(4.13)(a) v B, K = —LKy,
(b)  BwL = —LKy,.
Using (2.14) for K; and applying (2.20a), we have
(4.14) £K = v" By K.

From (4.13a) and (4.14), we obtain
(4.15) £ K = — LK.

Thus, we have
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Theorem 7. In a birecurrent Finsler space admitting an infinitesimal transfor-
mation generated by a contra vector field v’(z7), if the birecurrence tensor A;,,
is characterized by (4.7), then the vector K; is Lie-recurrent.

Again, from (4.15), we observe that £ K; = 0 if and only if L = K;v' = 0.
Thus, we conclude that

Theorem 8. In a birecurrent Finsler space admitting an infinitesimal trans-
formation generated by a contra vector field v(2/), if the birecurrence tensor
Ay, is characterized by (4.7), then the necessary and sufficient condition for
the vector K; to be Lie-invariant is that K; is orthogonal to the contra vector
v'(z?).

Pandey [20] proved that a birecurrent Finsler space does not admit any
infinitesimal transformation generated by a concurrent vector field. Therefore,
the study of a birecurrent Finsler space admitting a concurrent affine motion is
wastage of precious time and is to indulge in unnecessary mechanical labour.
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Abstract

In this paper we define and studied a semi-symmetric non metric connec-
tion on a Lorentzian Para-Cosympletic Manifold and prove its existence. We
deduce the expression for curvature tensor and Ricci tensor of semi-symmetric
non metric connection defined. A necessary and sufficient condition has been
deduced for the Ricci tensor to be symmetric and skew-symmetric under cer-
tain condition. Bianchi first identity associated with the connection, Einstein
Manifold, Weyl conformal curvature tensor of the same connection were found.
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sor, conformal curvature tensor, cosymplectic manifold.
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1. Introduction

Let (M™, g) be a n—dimensional differentiable manifold on which there are
defined a tensor field ¢ of type (1,1) a contravariant vector field £, a covariant
vector field 7 and a Lorentzian metric ¢ which satisfy

(1.1) P*X = X +n(X)¢

(1.2) n§) = -1

(1.3) 9(6X, ¢Y) = g(X,Y) +n(X)n(Y)
(1.4) 9(X, §) = n(X)

Then M™ is called a Lorentzian Para-contact Manifold (or LP-contact Man-

ifold) and the structure(¢, &, n, g) is called an LP-contact structure (Matsumoto
1989).
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In an LP-Contact Manifold, we have

(15)(a) @& =0
(b)  n(eX) =0
(c) rank ¢ = n— 1.
Let us put
(1.6) F(X,Y) = g(¢X,Y)

Then the tensor field F is symmetric (0,2) tensor field
(1.7) F(X,Y) = F(Y, X)

An LP-contact manifold is said to be an LP-cosympletic manifold (Prasad
& Ojha 1994) if

(1.8) Dx¢ =0=DxF(Y,Z) =0
On this manifold, we have

(1.9) (Dxm)(Y) = 0

and

(1.10) Dx¢ =0

For vector field X,Y and Z where Dx denotes covariant differentiation
with respect to g.

2. Semi- Symmetric Non Metric Connection in an LP-Cosympletic

Manifold

Let (M™, g) be an LP-cosympletic manifold with Levi-Civita connection D.
We define a linear connection D on M™ by

(2.1) DxY = DxY +n(Y)X +a(X)Y

where 1 and a are 1-form associated with vector field £ and A on M™ given by
(2.2) 9(X,§) = n(X)

and

(2.3) 9(X,A) = a(X)

for all vector field X ex(M™) where x(M™) is the set of all differentiable vector
field on M™.
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Using (2.1) the torsion tensor T of M™ with respect to the connection D is
given by
(2.4) TX,)Y)=n(Y)X —n(X)Y +a(X)Y —a(Y)X
A linear connection satisfying (2.4) is called a semi-symmetric connection. Fur-
ther using (2.1) we have
(2.5) (Dxg)(Y,Z) = —n(Y)g(X, Z) —=n(Z)g(X,Y) — 2a(X)g(Y, Z).

A linear connection D defined by (2.1) and satisfying (2.4) and (2.5) is called a
semi-symmetric non metric connection.

Let D be a linear connection in M™ given by
(2.6) DxY =DxY + H(X,Y).

Now we shall determine the tensor field H such that D satisfies (2.4) and
(2.5)

From (2.6), we have

(2.7) T(X,)Y)=H(X,Y)-H(Y,X),
Denote
(2.8) G(X,Y,Z) = (Dxg)(Y. 2).

From (2.6) and (2.8), we have

(2.9) g(H(X,Y), Z) + g(H(X, 2),Y) = —G(X,Y, Z).

From (2.6), (2.8), (2.9) and (2. e have

(X,
5) wi
9(T(X,Y),Z)+9(T(Z,X),Y)+g(T(Z,Y), X) = g(H(X,Y), Z)
—9(H(Y, X), Z)+9(H(Z,X),Y —g(H(X, Z),Y)+9(H(Z,Y), X)—g(H(Y, Z), X)
=29(H(X,Y),Z)+ G X,Y,Z2)+GY,X,Z) - G(Z,X,Y)
=29(H(X,Y), 2)—2n(2)g(X,Y)=2a(X)g(Y, Z2)—2a(Y)g(X, Z)+2a(Z)g(X,Y)
Or

HX,)Y)=-{T(X,)Y)+'T(X,Y)+'T(Y,X)} +a(X)Y +a(Y)X

l\')\r—t

Where T be a tensor field of type (1, 2) defined by
g(/T(Xv Y)7Z) = g(T(Z,X),Y)
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HX,)Y)=nY)X +a(X)Y
This implies
EXY = DXy + T](Y) X + a(X) Y.
Thus we have the following theorem :

Theorem (2.1) : Let (M",g) be an LP-cosympletic manifold with almost
Lorentzian para contact metric structure (¢, £, n, g) admitting a semi-symmetric
non metric connection D which satisfies (2.4) and (2.5) then the semi-symmetric
non metric connection is given by

DxY =DxY +n(Y)X +a(X)Y.

3. Existence of semi-symmetric non metric connection D in an LP-
cosympletic manifold

Let X,Y,Z be any three vector fields on an LP—cosympletic manifold
(M™, g) with almost Lorentzian para contact metric structure (¢,&,7,9). We
define a connection D by the following equation :

(3.1)
29(DxY, Z) = Xg(Y, 2) + Y g(Z, X) - Zg(X.,Y) + g([X, Y1, Z) - g([V 2], X)
)

+9([Z, X],Y) + g(Y)X = n(X)Y + a(X)Y —a(Y)X, Z)
+9(n(X)z =n(2)X +a(2)X - a(X)Z,Y)
+9(Y)Z =n(2)Y +a(Y)Z - a(2)Y, X)
Which holds for all vector fields X,Y, Z € x(M™).
It can easily be verified that the mapping
D: (X,)Y)—=DxY

satisfying the following identities

(3.3) ﬁx_;,_yZ = EXZ —I—EyZ
(3.4) DixY = fDxY

(3.5) DxfY = fDx + (X )Y
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forall X\ Y, Z € x(M™) and for all f € F(M™), the set of all differentiable map-
ping over M™. From (3.2), (3.3), (3.4) and (3.5) we conclude that D determines
a linear connection on M™. Now from (3.1) we have

(3.6) DxY-DyX —[X,Y]=n(Y)X —n(X)Y +a(X)Y —a(Y) X
Or

T(X,Y)=n(Y) X —n(X)Y +a(X)Y — a(Y) X
Also, we have from (3.1)
29(DxY, Z) +29(Dx 2,Y) =2Xg(Y, Z) + 20(Y)g(X, Z)
+20(2)g(X.Y) + 4a(X)g(Y, Z)
l.e.
(37 (Dxg)(¥,2) = —n(V)g(X, 2) - 20(2)g(X, V) - 2a(X)g(Y; Z)
From (3.6) and (3.7) it follows that D determines a semi-symmetric non metric

connection on (M™, g). it can be easily verified that D determines a unique
semi-symmetric non metric connection on (M", g).

Thus we have

Theorem (3.1) : Let (M™, g) be an LP—Cosympletic manifold with an almost
Lorentzian para-contact metric structure (¢,&,m,g) on it. Then there exist a
unique linear connection D satisfying (2.4) and (2.5).

The above theorem proves the existence of a semi-symmetric non metric
connection in an LP cosympletic manifold.

4. Curvature tensor of an L P—Cosympletic manifold with respect to
the semi symmetric non metric connection D

Let R and R be the curvature tensor of the connections D and D respec-
tively then

(4.1) R(X,Y)Z = DxDyZ — DyDxZ — Dix 7.
From (2.1) and (4.1) we get
(4.2) R(X,Y,Z)=Dx(DyZ+n(Z)Y+a(Y)Z)—Dy(DxZ+n(Z)X —a(X)Z)
—Dixy1Z —n(2)[X, Y] - a([X,Y]) Z.
Using (1.9) in (4.2), we get
(43) R(X,Y,Z2)=R(X,Y,Z)+nY)N(2)X —n(X)n(Z)Y +da(X,Y)Z
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where
R(X,Y)Z = DxDyZ — DyDxZ — Dixy|Z

is the curvature tensor of D with respect to Riemannian connection. Contracting
(4.3) we find

(4.4) S(Y,2) = S(Y, Z) + n(Y)n(Z)n — n(Y)n(Z) + da(Z,Y)
Contracting with respect to Z we get

Qy = Qy +n(Y)¢ —n(Y)¢ — da(Y).
Again contracting w.r.t. Y

(4.5) F=(r+1)—n+A\

Theorem (4.1) : The curvature tensor R(X,Y)Z, the Ricci tensor S(Y, Z) and
the scalar curvature 7 of an LP-Cosympletic manifold with respect to the semi-
symmetric non metric connection D is given by(4.3),(4.4) and (4.5) respectively.

Let us assume that R(X,Y)Z = 0 in (4.3) and contracting w.r.t. X we get
S, 2Z) =n(Y)n(Z2) —n(YOn(Z)n — da(Z,Y).

Which again on contracting gives

(4.6) r=1+n-—A\

Hence we have

Theorem (4.2) : If the curvature tensor of an LP-Cosympletic manifold M"
admitting semi-symmetric non metric connection vanishes, then its scalar cur-
vature is given by(4.6).

5. Symmetric and skew-symmetric condition of Ricci tensor of D in
an LP-Cosympletic manifold

From (4.4) we have

(5.1) S(2,Y) = 5(2,Y) +0(Y)n(Z)n —n(Y)n(Z) + da(Y, Z).

From (4.4) and (5.1) we have
(5.2) S(Y,2)—58(2,Y) =da(Y,Z) — da(Z,Y).
If S(Y, Z) is symmetric, then the L.H.S. of (5.2) vanishes and we have

(5.3) da(Y,Z) = da(Z,Y).
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More over, if the relation (5.3) holds, then from (5.2) S(Y,Z) is symmetric.
Hence we have

Theorem (5.1) : The Ricci tensor S(Y,Z) of the manifold with respect to
the semi-symmetric non metric connection in an LP-cosympletic manifold is
symmetric if and only if the relation (5.3) holds.

Again from (4.4) and (5.1), we find
(5.4)
S(Y,2)+8(Z,Y) =28, Z)+2n(Y)n(Z)n—20(Y )n(Z) +da(Z,Y ) +da(Y, Z).

If S(Y, Z) is skew-symmetric then the L.H.S. of (5.4) vanishes and we get
1 1
(5.5) S(Y,2) =n(Y)n(Z) = nn(Y)n(Z) - 5da(Z,Y) — Sda(Y, Z).

More over, if S(Y, Z) is given by (5.5) then from (5.4) we get
S(Y,Z) + S(Z,Y)=0

i.e. the Ricci tensor of D is skew-symmetric. Hence, we have

Theorem (5.2) : If an LP-cosympletic manifold admits a semi-symmetric
non-metric connection D then a necessary and sufficient condition for the Ricci
tensor of D to be skew-symmetric, that is the Ricci tensor of the Levi-civita
connection D is given by (5.5).

6. Bianchi first identity associated with semi-symmetric non-metric
connection D in an LP-cosympletic manifold

From (2.4), we have
(6.1) T(X,Y,2)+T(Y,Z,X)+T(Z,X,Y) =0,

where

T(X,Y,Z) = g(T(X,Y), Z).
Again from (2.4) we have
(6.2) TT(X,Y),Z)+T(T(Y,2),X)+T(T(Z,X),Y)
= n(V)a(X)Z —n(X)a(Y)Z + a(X)a(Y)Z — a(Y)a(X)Z
+1(2)a(Y)X —n(V)a(Z)X + a(Y)a(Z2)X — a(Z)a(Y)X
—n(Z)a( Ja(X)

)
+0(X)a(2)Y —n(Z)a(X)Y + a(Z)a(X
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and

(6.3) (DxT)(Y, Z) + (DyT)(Z,X) + (DzT)(
=da(X,Y)Z +da(Y,2)X +da(Z,X)Y + a(Z
—a(X)n(Y)Z — a(X)a(Y)Z + a(X)n(2)Y +
—a(Z)n(X)Y —a(Y)n(Z)X —a(Y)a(Z)X +
+ a(Y)n(X)Z —a(X)n(Y)Z — a(
+a(Z)nY)X +a(Z)a(Y)X

Y)

n(Y)X —a(Y)n(2)X
M(Z2)Y + a(X)a(2)Y + a(X)n(Z)Y
)a(Z)X +a(Y)n(X)Z + a(Y)a(X)Z
Zn(X)Y —a(Z)a(X)Y

3

a
a

—_—~ o~

Bianchi first identity for a linear connection on M™ is given by (Sinha 1982)
(6.4) R(X,Y)Z+R(Y,Z)X+R(Z,X)Y =T(T(X,Y),Z)+T(T(Y,Z),X)
+T(T(Z,X),Y)+ (DxT)(Y,Z) + (DyT)(Z,X) + (DT)(X,Y).
Using (6.2) and (6.3) and(6.4) we get
(6.5) R(X,Y)Z+R(Y,Z)X+R(Z, XY = da(X,Y)Z+da(Y,Z)X +da(Z,X)Y
+a(X)N(2)Y — a(X)n(Y)Z +a(Y)n(X)Z
—a(Y)n(2)X +a(Z)n(Y)X — a(Z)n(X)Y.
We call (6.5) as the first Bianchi’s identity with respect to semi-symmetric non-
metric connection D in an LP-cosympletic manifold.
7. Einstein Manifold with respect to semi-symmetric non-metric

connection on LP-cosympletic manifold

A Riemannian manifold Mn is called an Einstein manifold with respect to
Riemannian connection if

(7.1) S(X,Y) = %g(X,Y).

Analogous to this definition, we define Einstein manifold with respect to semi-
symmetric non metric connection D

(7.2) 5(X,Y) = %g(X, Y).
From (4.4) ,(4.5) and(7.2) we have
S(X.Y)—L g(X.Y) = S(V.Z)+(n=1)n(Y )(Z)~da(Z, Y)—wgom

(73)  SXY) - Lg(X,Y) = 5(,2) = Lg(X,Y) + (n = Un(Y)n(Z)
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A+1—
—da(Z,Y) + ¥9(X,Y).
If

(7.4) nn—1nY)MZ)+ A+1—-n)g(X,Y)=n.da(Z,Y)
then from (7.3), we get

S(XY) - —g(X.Y) = S(X,Y) - —g(X.Y).
Hence we have

Theorem (7.1) : If the relation(7.4) holds in an LP-cosympletic manifold M"
with semi-symmetric non metric connection, then the manifold is an Einstein
manifold for the Riemannian connection if and only if it is an Einstein manifold
for the connection D.

8. Weyl Projective Curvature Tensor

If P and P denote the projective curvature tensor with respect to D and
D respectively, then we have

(8.1) P(X,Y)Z=R(X,Y)Z - ﬁ[?(y, Z)X — S(X,2)Y]

(8.2) P(X,Y)Z =R(X,Y)Z —

! [S(Y, 2)X ~ S(X, 2)Y]

n —

Using (4.4) and (4.3) in equation (8.1), we have

P(X,Y)Z =R(X,Y,Z)+n(Y ()X —n(X)n(2)Y +da(X,Y)Z
1
n—1

1S(Y, 2)X + (n— Dp(Y)n(2)X — da(Z,Y)X — S(X, 2)Y
(- D(X)(Z)Y — da(X, 2)Y)

— R(X,Y,Z) - ﬁ[sm 2)X — S(X, 2)Y] +

da(Z,Y)X + da(X, Z)Y.

! [~ 1)da(X,Y) 7~

(8.3)

P(X,Y)Z =P(X,Y)Z +

! [0~ 1)da(X,Y)Z ~ da(Z,Y)X + da(X, Z)Y]

n —

It is clear that if 1-form a is closed i.e. da = 0. Then from (8.3) we get

P(X,Y)Z = P(X,Y)Z.

Hence we have
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Theorem (8.1) : If in an LP-cosympletic manifold M™ admits a semi-symmetric
non metric connection D then the Weyl projective curvature tensor of D is equal
to the Weyl projective tensor of D if 1-form is closed.

(8.4) P(X,Y)Z =0

Which implies S(Y, Z) = 0.
Then from (8.3), we have

(85)  P(X,Y)Z = [da(Z,Y) — (n — 1)da(X,Y)Z — da(X, Z)Y).

n—1
If 1-form a is closed i.e. da = O.
Then from (8.5) we get

P(X,Y)Z = 0.
Hence we have

Theorem (8.2) : If in an Lorentzian Para cosympletic manifold M™ the cur-
vature tensor of semi-symmetric non-metric connection D vanish and 1-form a
is closed, then the manifold is projectively flat.
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